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Main changes and additions to Ver. 3

Traffic disturbance scenarios

The motorway-specific content has been revised to include general roads, and a traffic disturbance scenario
for general vehicles that includes general roads has been added along with the addition of ITARDA data to
Annex D.

Perception disturbance scenarios

The content of Annex E and F has been added.

Vehicle motion disturbance scenarios

Preventability/unpreventability boundary conditions have been added for general roads.

1. Positioning of this Paper
[Background]

The realization and deployment of autonomous driving (AD) is expected to bring forth an even safer society
which is also more efficient and with a freer mobility. The fulfillment of these expectations is a major global
challenge that stands on the sufficient safety assurance and verification of the autonomous vehicles both in
terms of performance and technology.

In this document, the Japan Automobile Manufacturers Association Inc. (JAMA) has summarized the best
practice on safety argumentation structuring, safety evaluation, and safety assessment methods needed to
enable logical completeness, practicability, and transparency of AD safety.

The safety assessment and the technical judgment may be revised according to the practical implementation
and evolution of the AD safety assurance dialogue, along with technical content modifications.

[Aims]

(DTo enhance safety and efficiency of AD systems development by providing guidelines that serve as a
common ground for each JAMA member at each product development stage, from planning and design, to
evaluation.

(2) To gain a common technical understanding when international regulations and standards are formulated.

(3) To clarify JAMA position when cooperating with international projects.



2. Automated Driving System Safety Argumentation Structure

An overview of the safety argumentation structure for AD systems with SAE automation level 3 through to
level 5 is provided in this chapter.

2.1. Issues with existing approaches
2.1.1. Safety evaluation through long-distance/ long-duration driving tests

Long-distance/long-duration driving test strategies aim at ensuring safety by randomly indentifying
malfunctions and unintended disengagements in a black box-type manner, until a certain value for a probabilistic
metric is guaranteed. These strategies, applied as a safety evaluation process, present issues both in terms of
‘evaluation scope sufficiency’ and of ‘explainability in emergencies’.

The main issue related to "evaluation scope sufficiency"” relates to the stochastical increase of factors and
associated hazards with driving distance and time. In other words, it is not possible to ensure that hazards due
to factors not identified in long-distance/long-duration runs will not occur after release.

Further, within a contex in which there is neither legal nor social consensus on criteria based on driving distance
or time, the issue on "explainability in emergencies" relates to the impossibility of clarifying social responsibility
for emergency interventions when hazards are encountered by the system. Probabilistic safety criteria based on
long-distance/long-time driving also present problems from a technical development point of view, due to the
inefficiency of identifying factors that dependend on the environmental conditions in which the driving was
conducted, as well as on the characteristics of the vehicle.

2.1.2. Data storage/classification scenario-based approach

A number of countries are actively developing data driven scenario-based approaches to address the challenges
of applying previous ADAS development processes for safety assurance of AD systems of SAE automation
level 3 through to level 5. These approaches incorporate normal traffic and accident data, process the data, and
systematically categorize the processed information into formats known as ‘scenarios’ which are stored in a
database.

The collection, storage and creation of such scenarios and database in the public domain, free from
manufacturers’ intellectual property and bias, may enable the development a safety evaluation ecosystem, that
both certification bodies and manufacturers could incorporate for the benefit of the general public through safer
vehicles.

However, the scenario based approach does not resolve per se the aboved mentioned issue concerning
‘evaluation scope sufficiency’ before release. When the obtained data is tagged and "categorized"”, the
compensation for the phenomenon that may occur in the future still depends on the distance and time or the
amount of data, so the previously mentioned issue related to evaluation scope sufficiency remains unresolved.
Further, if the driving data shared in the public domain is only comprised of "images" and "vehicle trajectories"
this will lead to insufficient safety verification range, as such data may exclude factors related to autonomous
vehicles’ misinterpretaion of both the surroundings and its own conditions, as well as factors possibly affecting
vehicle stability.



2.2. Overview of ‘Physics Principles Approach Process’

In order to address the limitations of existing approaches concerning evaluation scope suffciency and
explainability in emergencies, a ‘Physical Principles Approach Process’ for safety evaluation is proposed. This
proposal essentially incorporates physics principles into a scenario-based approach.

The number of safety-relevant situations that an AD system may encounter in real traffic is infinite. Therefore,
if scenarios are structuralized by solely combining traffic factors without further considerations, the unlimited
number of variables that need to be considered will prevent from a complete scope verification. In contrast with
the infinite number of safety-relevant situations that an AD system may encounter in traffic, the number of
physics principles that the system can apply for safely handling such situations is limited. AD systems
decompose all DDT into perception, judgement and operation subtasks, and each of these subtasks is associated
with one or several specific physics principles. Therefore, if scenarios are decomposed and structuralized
logically in consideration of the physics of the AD system, then it is possible to provide a complete coverage of
all the safety-relevant root causes for given DDT. This motivates the incorporation of perception, traffic
situation, and operation related disturbances, and the corresponding scenario structures introduced in the
following table, in Figure 1 and Figure 2, and elaborated in detail in following chapters.
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Figure 1. different categories of structuralized scenarios considering physics principles for each
corresponding perception, judgement and control tasks
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Figure 2. Schematic of the three disturbance categories considered to logically structuralize scenarios

Perception disturbance refers to conditions in which the sensor system may fail to correctly judge a hazard or a
non-hazard for sensor or vehicle intrinsic or extrinsic reasons. Examples of intrinsic reasons include part
mounting (e.g. unsteadiness related to sensor mounting or manufacturing variability), or vehicle conditions (e.g.
vehicle inclination due to uneven loading that modifies sensor orientation, or sensor shielding with external
attachments such as bicycle racks). External reasons include environmental conditions (e.g. sensor cloudiness,
dirt, light, etc.) or blind spots induced by surrounding vehicles.

Traffic disturbance refers to traffic conditions that may lead to a hazard resultant of a combination of the
following factors: road geometry (e.g., branch), ego-vehicle behaviour (e.g., lane change), and surrounding
vehicle location and action (e.g. cut-in from a near side vehicle).

Vehicle disturbance refers to situations in which perception and judgement work correctly but where the subject
vehicle may fail to control its own dynamics. This can be due to intrinsic vehicle factors (e.g. total weight,
weight distribution, etc.) or extrinsic vehicle factors (e.g. road surface irregularities and inclination, wind, etc.).

Collected normal traffic and accident data can be used to confirm possible gaps in terms of whether situations
actually occurring in real traffic are being missed by the logically created scenario systems. Further, by assigning
probabilistic ranges to physical parameters for each qualitative scenario category, the data and scenarios can
also be used to show in a downscaled manner, to what extent certain situations actually occur.



2.3. Safety Argumentation Structure Framework
2.3.1. Automated driving safety principles

The WP29 document for the harmonisation of international regulations on automated driving reads "Automated
vehicles shall not cause any non-tolerable risk, meaning that, under their operational domain, shall not cause
any traffic accidents resulting in injury or death that are reasonably foreseeable and preventable™ (UN/WP29,
2019, WP29-177-19, Framework document on automated/autonomous vehicles).

These definitions allow to contextualize the safety philosophy of the current methodology proposed, with
respect to safety principles that international policy makers are applying in the form of a matrix (Figure 3).
Considering the two conditions of foreseeability and preventability together generates a 4 quadrant matrix that
better contextualises the philosophy of this document. Scenario based safety evaluation, can be found in the top
left quadrant of the matrix where no accidents are acceptable. This quadrant accounts for all scenarios for which
an accident is foreseeable and preventable. The bottom left quadrant of the matrix depicts the traffic situations
that can not be foreseen but that can be prevented. The cases that fall under this category form the basis for
learning and serve as a precedent for future generation AD system developments. The top right quadrant of the
matrix introduces cases that are foreseeable but not preventable. The situations that fall under this category are
situations for which mitigation is the only option. Measures to reduce the damage resultant of these
unpreventable (yet foreseeable) cases constitutes the main area of focus in this section. The final quadrant
(bottom right) accounts for crashes that are neither foreseeable nor preventable. In these situations, resilience
support in the form of legalities, the division of responsibilities, health support, insurance and other such areas
need to be the focus of attention.
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Figure 3. Safety approach in context with foreseeability and preventability matrix



2.3.2. Scope of safety evaluation

Figure 4 presents a summary of the safety aspects described in the WP29 framework document organized
hierarchically. With the common top level safety goal of achieving systems free of unreasonable safety risks,
the scope of the current proposal is limited to Validation for System Safety (highlighted in pink).

The validation for system safety according to the safety vision framework can be further decomposed as shown
in Figure 5. The scope of the current proposal is limited to critical conditions, and excludes ‘Pre critical
conditions’. The reason for this exclusion is that, in situations in which there may be a potential risk (e.g. frontal
vehicle carrying a load that may fall on the road), may induce many actuations that are not motivated by real
risks and that alter traffic imposing risks on other participants (e.g. braking frequently despite not being a real
risk). Therefore, to address pre-critical situations, rather than applying physics principles approach processes,
other means to verify if the vehicle follows traffic rules and keeps sufficient distance with surrounding objects
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Figure 4. Safety Aspects Hierarchy Diagram
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2.3.3. Method of evaluating safety

The main DDT safety risk is to collision with the surrounding traffic participants or obstacles, which is
systematized through traffic disturbance scenarios. By defining quantified ranges of reasonable foreseeability
and preventability for each of these traffic disturbance scenarios, quantitative criteria associated to each test are
defined. Based on these traffic related hazardous scenarios, it is then possible to expand the evaluation to
incorporate perception- and vehicle stability-related hazardous scenarios into the assessment which will enable
a comprehensive safety evaluation (Figure 6).
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Figure 6. Overview of method of judging safety



2.3.3.1. Traffic disturbance safety evaluation method

Traffic disturbance is the position and actions of traffic participants existing around your own vehicle that
prevent safe driving by your own vehicle. As previously described, the basic thinking behind safety principles
is ‘to equip the automated driving system with higher level avoidance performance than a competent and careful
human driver within a foreseeable range.” For this thinking, we need to define and model the performance of a
competent and careful drive applied to traffic disturbances. By implementing this defined model in a simulation
program and deriving the actual scope avoidable for a competent and careful human driver, it is possible to
define safety standards in relation to traffic disturbances.
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ADS collision avoidance performance is equal or better than the
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Figure 7. Overview of traffic disturbance safety judgement method

The competent and careful human driver performance model definition (Figure 8) is able to define the three
elements of ‘perception’, ‘judgement’, and ‘operation.’ It is important to have objective grounds for defining
parameter coefficients related to performance shown in the respective segments.

Perception Decision Reaction
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A » > »
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movement™] / €= [a] =€ [b: 0.75sec’] > € o esec ]2

Figure 8. Competent and careful human driver model

Here, the driving action elements of ‘judgement’ and ‘operation’ are explained. The main avoidance actions of
automatic driving in relation to traffic disturbances are considered to be the brake operation (deceleration action)
and, regardless of the type of traffic disturbance (position and action of the traffic participants surrounding the
ego vehicle), this is fulfilled by defining the performance of a competent and careful human driver. Figure 9



shows a diagram which demonstrates the brake operation of a competent and careful human driver. The model
on the left shows the braking operation made by a competent and careful human driver. The model on the right
is a functional model of the collision damage mitigation braking system (AEB: Advanced Emergency Braking),
it considers the amount of improvement in avoidance performance when equipped with AEB.

TTC at the timing of AEB activated: TTCyen
Max G .
07746 Max Deceleration G
- 0.85G o
k)
Emergency + i
Braking Area lerk_time Jerk_time E
\i 0.6s 0.1s
.
Delay
0.75s Relative Speed[km/h]

~ AEB

- / Reference Driver

Figure 9. Competent and careful human driver brake model

Perception response time, the time delay from the moment when a competent and careful human driver perceives
risk to the time that deceleration braking force occurs is set at 0.75 s. This time set is used by police and

b (13

domestic courts in Japan when establishing a driver’s “perception response time”.

In terms of maximum deceleration force, quoting the Japanese test data shown in Figure 10, is 0.774G. Whereas
the brake force generated by normal drivers in emergencies is 0.689G, normal drivers who have received
training in driving techniques have a braking force of 0.774G; albeit this is defined as a higher skill value
compared to ordinary drivers.

Furthermore, from the accident statistics data from NHTSA (Figure 11), 0.74G is the peak value; therefore, the
maximum deceleration of 0.774G applied to the competent and careful human driver model can be considered
appropriate.

Near-Crash median (0.74 G)
Incident median (0.5 G)

0.774G x
[ |- SR N §(©) ol M
A4

Trained drivers® e N=245 | —
Porcent

Regular drivers l-—i:P—! N= 36 3 1 i

0.689G Dry road surface 01 “ ‘ i1

*Trained drivers: Trainees of Japan Safe Driving Center (JSDC) e B0 o] o [ 1 H
Central Training Academy for Safe Driving | 0:00901-018 020 0. 4. OW. - 0. G- 0 104
(Makisita et al., 2001) frkpussman et (NHTSA, 2007)
Figure 10.Emergency brake characteristic Figure 11Maximum deceleration due to

deceleration of the preceding vehicle

Figure 12 shows a waveform diagram of deceleration braking for drivers who have received driver skill training.
This quotes the Japanese test data previously described. In this waveform diagram, the time for reaching the
maximum deceleration is demonstrated, and the maximum deceleration arrival of a competent and careful
human driver is defined as 0.6 s.
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2.3.3.1.1. Cut-in scenarios
Cut-in scenarios are scenarios in which vehicles travelling in an adjacent lane to the ego vehicle cuts in front of

it.Figure 13 shows a schematic expressing boundary conditions where a competent and careful human driver
judges it risky when another vehicle cuts in in front of the ego vehicle.

Emergency braking area
m (TTC <= 2 sec)
k ﬁo 75sec Braking delay

*‘ | [T0.72m  Perception time —
* ~ - 0.375m lateral movement
e e\ W Cut-in Perceived
TVe J  Boundary

S -

Figure 13. Cut-in judgement conditions and danger judgement boundaries

The boundary conditions when it is judged that a vehicle travelling in the adjacent lane has cut in front of the
ego vehicle are defined as the cut-in vehicle lateral movement distance (wander amplitude). In an actual driving
environment, vehicles driving while maintaining their lane will wander a little to the left or right while driving.
In the scope of the wander lateral movement distance, it is unlikely that the vehicle traveling in the adjacent
lane of the ego vehicle travels whith a recognition that it will cut in. Therefore, the cut-in perception boundary
conditions were defined from the lateral distance movement (wander amplitude) distribution (Figure 14) of
vehicles changing lanes based on the data observed in the actual traffic environments.

After the cut-in judgment, the boundary conditions for perceiving risk for the ego vehicle and perceives a need
for the emergency brake (risk perception boundaries) can be defined by multiplying the maximum lateral
velocity derived from the actual traffic observation data by the risk perception response time.

) Wandering width ianewisth=3.5m Risk perceived boundary

99%tile

so 22— One side of wandering width Max lateral velocity : 1.8m/s
=0 0.75[m1/2=0.375[m] Rlsk perception time : 0.4seg
" A o I 1.8%0.4-0.72[m]
e - _-I III-_ -
0.17(mls) 30 1. 8(m/s) n=o11
Figure 14. Actual observation statistics for Figure 15. ‘Maximum lateral velocity’ observation data

‘stagger amplitude’ statistics

When calculating the ‘risk perception response time, test data using a driving simulator carried out in Japan was
utilised and analysed. The prerequisites for the test are shown in Figure 16.
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Parameter Value
Lane width 3.5m
Ego-vehicle target velocity V, 100 km/h
Platoon velocity traveling in parallel 70 km/h
forward V,
Max. lateral velocity of cut-in vehicle V,; | 1.8 m/s
TTC at cut-in start 30s

Figure 16. Assumptions for driving simulator tests

The tests measured the driver’s response (reaction time, avoidance operation) for cut-ins from 20 other regular
drivers (Table 1). The measurements were performed twice on each participant; by comparing the respective
average values of the first and second time, we derived the time until risk was perceived.

Table 1. Test participant attributes

Grou No. of Description Composition of
P | participants P participants
Expert Havmg 5 years or more dr.|V|ng ‘ _ 6 Males, 5 Females
! 1" experience on regular basis, drives on .
Driver . - Avg. age: 38.7
highway at least once a month
Beginner Havmg 5 years or less dr|\{|ng . - 6 Males, 3 Females
. 9 experience on regular basis, drives on .
Driver . - Avg. age: 23.1
highway not more than once a year

The test results are shown in Figure 17. The results demonstrated that the time from the start of the cut-in from
the other driver to when risk was perceived was ~0.8 s for the first time and 0.4 s for the second time. Based on
these test results, with the first time perception, the cut-in time is required by the other driver and the time for
risk to be perceived, whereas the second time because they were driving while being wary of the cut-in, the time
for identifying the cut-in from the other vehicle was not required. However, even when the driver was aware,
time was still required for determining risk (Figure 18), and the ‘time until risk was perceived’ was defined as

0.4s.

1.50

-
o
o

Time[sec]
o
n
o

0.00

—1T Avg.

0.81 0.41
L]
$
L
1st 2" and subseq.
(n=6) (n=7)

- 1st trial: Approx. 0.8 sec.
- 2"d and subseq. trials: Approx. 0.4 sec.

Figure 17. Driving simulator test results
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Figure 18. Relationship between cut-in identification time and danger judgement time

As described above, the risk judgement boundary is defined as the time when multiplying the maximum lateral
velocity, and the time until perceiving risk. The maximum lateral velocity of 1.8 m/s calculated from the actual
traffic observation data and the time until risk is perceived and calculated from the driving simulator test results
of 0.4 s are multiplied. Therefore, the risk perception boundary is defined as 1.8 x 0.4=0.72 m.

When the cut-in perception condition and risk evaluation boundary area applied to the diagram in Figure 8, it

results in Figure 19.

Perception Decision Reaction
[}
o L__Acceleratdr pedal Brake pedal
c
© Risk Decision on Accelerator P
© evaluation braking pedal 0
8 Cut-in Perceive - _completely B Deceleration
o \* o ul ¥ released g
¥ Time
Perception time Delay in decision Accelerator release time Foot transfertime Déceleration occurs
<. ~ |l ~ ~
o Y ~ [~ 7~ |
0.375m |ho‘.’7f2‘n'1ﬂ 0.75sec* j

[Other vehicle starts Braking delay(= Free running time)

lateral movement]

Figure 19. Competent and careful human driver model (Cut In)
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According to the UNR collision warning guidelines, the boundary that requires emergency action is defined as
TTC* = 2.0 s regarding the longitudinal (distance from the other vehicle) risk evaluation boundary (Figure 2).
This is cited to define the longitudinal risk evaluation boundary as TTC = 2.0 s.

® ADAS detects confiict High-priarity warning : ground 2
& Systemindicates seconds prior to crash event

conflict is imminent > W a rn | n g
* 2.0 seconds
*‘

& ADAS issues warning
sighal

DRIVING WARNING .
ENVIRONMENT - SYSTEM prior to crash
Unsuccessfu event
Successful
Perception-Response Sequente
*  Detecton: Driver attentin [ ECE/TRANS/WP.29/1091/Add.1
e e anor DRIVER Annex III Guidelines on establishing requirements
& Response: Taking action for high-priority warning signals]

Figure 20. UNR collision warning guidelines (Citation)

2.3.3.1.2. Cut-out Scenario

The cut-out scenario is a scenario in which the leading vehicle that the ego vehicle is following suddenly changes
its lane to the adjacent lane (cut-out). This scenario evaluates safety in relation to the sudden appearance of a
decelerating or stopped vehicle (such as broken-down car and the tail end of a traffic jam) in front of the ego
vehicle due to the preceding vehicle’s cut-out. Figure 21 shows the schematic that represents the boundary
condition for the competent and careful human driver who perceives the situation to be risky when the preceding
vehicle performs a cut-out.

_Cut-out Perception  Braking

i) 1S\ - ‘Iate[al
movement
—————— =8=0!375m " ~---""

Figure 21. Cut-out perception condition and risk evaluation boundary

The cut-out perceived boundary condition to perceiving the preceding vehicle’s cut-out manoeuvre is defined
by the amount of lateral movement (drifting amplitude), which is similar to the case with the aforementioned
cut-in perception condition. Both the cut-in and cut-out are maneuvres to change lanes. Similar to the case of
cut-in, the boundary condition using the distribution of drifting amplitude from the observation data of real
traffic is applied to the perception condition of cut-out.

Moreover, the time from the cut out perception to the recognition of the vehicle ahead that appears and the risk
perception is defined as 0.4 sec based on the experimental data (Figure 17 and 18).
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Figure 22. Competent and careful human driver model (cut out)

2.3.3.1.3. Deceleration Scenario

A deceleration scenario takes into consideration the sudden deceleration of the leading vehicle that the ego
vehicle is following. Although the previous cut-in and cut-out scenarios required the perceived lane change
boundaries from the following or leading vehicle, the deceleration scenario only involves the longitudinal
behaviour. Therefore, it is only necessary to define the deceleration perception time by the leading vehicle to
evaluate the risk boundary. Similar to the preceding case, 0.4 s can be applied as the time required to evaluate

the risk.

Braking
delay

0:75sec

Perception
| time
0.4sec

Deceleratio
—

|
(D
Hard braking

Figure 23. Risk evaluation boundary in deceleration scenario

THW-:-2.0sec

When the risk evaluation condition of the deceleration scenario is applied to the diagram in Figure 8, it results

in Figure 24.
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Figure 24. Competent and careful human driver model (Deceleration)
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Definition of Parameters for Deriving Standard

The following table lists the parameters required for deriving the safety standards for traffic disturbances. The
evaluation scenarios related to traffic disturbances are generated by defining road geometry, the ego vehicle’s
behaviour, and locations and motions of the surrounding traffic participants. The parameter items required in
the evaluation scenario are categorized in a specific numerical range, and the Pass / Fail boundary is derived

within that range.

Table 2. List of traffic disturbance parameters.

Operating Roadway #of lanes = The number of parallel and adjacent lanes in the
conditions same direction of travel

Lane Width = The width of each lane
Initial condition Initial velocity Ve0 = Ego vehicle

Vo0 = Leading vehicle in lane or in adjacent lane

V{0 = Vehicle in front of leading vehicle in lane

Initial distance

dx0 = Distance in longitudinal direction between the front end
of the ego vehicle and the rear end of the leading vehicle in ego
vehicle’s lane or in adjacent lane

dy0 = Inside Lateral distance between outside edge line of ego
vehicle in parallel to the vehicle's median longitudinal plane
within lanes and outside edge line of leading vehicle in parallel
to the vehicle's median longitudinal plane in adjacent lines.

dy0_f = Inside Lateral distance between outside edge line of
leading vehicle in parallel to the vehicle's median longitudinal
plane within lanes and outside edge line of vehicle in front of
the leading vehicle in parallel to the vehicle's median
longitudinal plane in adjacent lines.

dx0_f = Distance in longitudinal direction between front end of
leading vehicle and rear end of vehicle in front of leading
vehicle

dfy = Width of vehicle in front of leading vehicle

doy = Width of leading vehicle

dox = Length of the leading vehicle

Vehicle motion

Lateral motion

Vy =Leading vehicle lateral velocity

Deceleration

Gx_max = Maximum deceleration of the leading vehicle in G

dG/dt = Deceleration rate (Jerk) of the leading
vehicle
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2.3.3.1.4. Calculation of Boundary

As discussed above, the specific standard value can be derived by the numerical calculation of the competent
and careful human driver model. The parameter region for the standard value derivations are set to allow
combinations of every parameter within the maximum vehicle velocity region allowed by the ADS to be targeted.

2.3.3.1.4.1. Derivation result of the preventable boundary of cut-in scenario

The safety standard of the cut-in is derived for every relative velocity between the ego vehicle and the counter
vehicle. Collision with the cut-in vehicle is not allowed in the parameter region indicated by the green area in

Figure 26.
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Challenging vehicle wvehicle | Lateral | [yy] Lateral velocity
% Latteral distance
ex) Lane width : 3.5[m]
Wehicle width:1.9[m]
Driving in the center of the lane
dy=1.6[m]
Figure 25. Conceptual diagram of cut-in scenario parameters
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Figure 26. Preventable boundary data sheet of cut-in scenario
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2.3.3.1.4.2. Derivation result of cut-out scenario standard

The cut-out safety standard requires that all decelerating (stopped), vehicles located ahead of the vehicle cut-
out, must be able to avoid collisions. This standard is derived by making the aforementioned competent and
careful human driver model follow the leading vehicle at THW = 2.0 s. This value, i.e., THW=2.0's, is applied
by referring to the laws and instructions of each country.

Iniial sl [VeD] Ego vehicle velocity
[VoO] Leading vehicle velocity
| [vfo] Vehicle in front of leading vehicle
Inial _ [dx0]  Longitudinal distance™
[dx0_f] Front of lead distance
venicle | latsml vyl Lateral velocity

mokign | rmlian
# Follow the leading vehicle in THW=2sec
Vol = Velb(Same speed as the leading vehicle)

VED = O {stop wehicle)

Figure 27. Conceptual diagram of cut-out scenario parameters
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Figure 28. Preventable boundary data sheet of cut-out scenario
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2.3.3.1.4.3. Derivation result of preventable boundary of deceleration scenario

The safety standards for deceleration scenarios are required to enable avoidance of collision with the suddenly
decelerating vehicle at —1.0 G or less or by stopping the vehicle. This standard is derived by making the
aforementioned competent and careful human driver model follow the leading vehicle at THW = 2.0 s. This
value, THW = 2.0 s, is applied by referring to the laws and instructions of each country.

Fogr | dx0 Vol Initial Infial [VeO] Ego vehicle velocity
m A #}Zﬁm | [voO] Leading vehicle velocity
Vel (EET[iabim (el Enelig il | [dx0] Longitudinal distance™’
dG/dt - vehicle | Decelers [Gx_max] Maximum deceleration G
[dG/dt] Deceleration rate®:

' #1 Fellow the leading vehicle in THW=2sec
Yol = Vel{Same speed as the leading vehicle)
w2 The most sovore candiions <

Figure 29. Conceptual diagram of decelerating scenario parameters
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Figure 30. Preventable boundary data sheet of decelerating scenario

NOTE : Preventable boundary does not show up at 60 km/h or less because the braking force is sufficient.
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2.3.4. Safety evaluation method for perception disturbance

The basic conception of safety standard is as follows: ‘To avoid collisions in any of the traffic disturbance
scenarios, even when experiencing perception disturbances.’

When considering that lane deviation can also contribute to collisions, the perception of objects is necessary to
avoid collisions with objects on the runway (Fig. 31). Moreover, there are two types of phenomena that result
from the perception disturbance, namely, a false negative where the existing objects are not correctly detected,
and a false positive where objects that do not exist are falsely detected (Figure32).
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Figure 32. Detection result caused by disturbance
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When these are combined, evaluations based on the concept of safety standards become necessary for four
categories of situations in total (Figure 33).

2 kinds of perception 2 types of perception result with disturbance
target false negative false positive
Road object No collision on traffic disturbance because of No collision on traffic disturbance because of
false negative false positive
Om_» ‘mmlmmmm C-;)“ sy B !
ruye =
(=_» > CELY Pram)
- - [T
Lane No lane departure because of false negative No lane departure because of false positive
k 0 04—. Shadow

Figure 33. Four categories of detection disturbance situation

The following is considered within the ODD region as the parameter region of perception disturbance to
define an appropriate region for each disturbance factor.

1: Road structure, Road Traffic Law and other regions defined by laws and regulations.

(e.g.: When visibility is 50 m or less, the road is closed, i.e., a level difference of >15 cm on the road surface
must be repaired)

2: Region that is determined to be possible at certain probability based on statistical data.

(e.g., precipitation, brightness, and sun altitude, etc)

Moreover, this safety standard is not the performance standard allocated to an individual sensor. Instead, it

should complement the entire recognition system installed. The above flow of safety perception can be
summarized as follows.
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Figure 34. Safety assessment of perception disturbance detection flow
2.3.5. Safety evaluation method for vehicle disturbance

A vehicle disturbance indicates sudden disturbances (e.g. puddles or sudden gust of wind). Although these are
unpredictable phenomena, drivers can safely drive by following common sense related to road design, road
maintenance/management and road environmental conditions. Thus, the premise of driving on common roads
is that the roads are constructed by responsible public or private organisations which follow basic principles
such as legality, ethics and engineering and are always maintained and managed. Most countries have road
structure ordinances and guidelines for road maintenance and repair to ensure that the road geometry design
enables safe driving by every person with a valid driving license (regardless of their driving skill, reflexes, or
age). Moreover, when there is a risky situation, such as freezing or a sinkhole, that can hinder driving, the road
administrator is obliged to warn the drivers in advance, e.g., with a traffic sign. Based on these preconditions, a
technical safety approach for foreseeable vehicle disturbances is introduced.

As shown in Figure 6, ‘collisions must be avoided in any of the traffic disturbance scenarios, even when
experiencing vehicle disturbance.” In the current standards, the collision avoidance strategy under the
foreseeable and avoidable scenarios and collision mitigation strategies for predictable but unavoidable scenarios
are of particular consideration. Henceforth, when a vehicle behaviour changes because of a vehicle disturbance
within the scope of avoidable conditions, the AD vehicle is required to possess a controllability that can stabilise
the vehicle without halting driving. However, when these disturbances cause instability that cannot be avoided,
the AD vehicle must adapt to the ‘best effort’ strategy to mitigate the possible collision.

Figure 35 shows a specific example of the safety approach for foreseeable vehicle disturbances. The upper
section of the figure represents an example of the AD vehicle experiencing a rapid decrease of sliding friction
while staying within the avoidable conditions on a wet road; in such a state, the vehicle must be able to be safely
controlled without interrupting the driving process. However, the lower section of the figure represents an
example involving an AD vehicle equipped with summer tires encountering a frozen road, which causes a rapid
decrease of sliding friction and generates a vehicle state that was defined to be unavoidable in advance (e.g.,
maximum deceleration). Therefore, the safety approach toward vehicle disturbances is based on the principle
and clear definitions of vehicle motion engineering related to the definitions of the states where the vehicle is
controllable and the states where the vehicle is uncontrollable. (Section 4.3.3 for detail).
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Figure 35. Safety approach for avoidable (above) and unavoidable (below) vehicle disturbance

When these considerations are combined with traffic disturbances, the safety of the AD vehicle does not affect
the test result if the stability of the vehicle is maintained. Moreover, while wind affects other vehicles, it only
influences the lateral velocity as with cut-in, and it is included in the original traffic flow parameters. The safety
standards for vehicle motion disturbances are evaluated relatively without including the vehicle disturbance to
the traffic flow scenario. Therefore, the safety standards for vehicle disturbances only need to set the most strict
condition under the premise that the Road Traffic Act is strictly adhered. Drivers are responsible for the
maintenance of their vehicles, the road administrator is appointed as per the Road Traffic Act, and roads are
managed and operated according to the Road Structure Ordinance and guidelines for road maintenance and
repair, and perception standards ‘do not departing from the road surface.” As an example, the disturbance factors
and conditions for motorways in Japan (refer to 4.3.3.8 for general roads) are listed below:

» Road surface state: Friction coefficient is 0.3 (lock ) or more, external force on the tires is at the set
point of the road maintenance and repair or less (e.g.: rut: 25 mm, level difference: 30 mm, pothole:
20 cm)

» Road geometry: Curve within the regulation of the road structure ordinance, i.e., R = 460 m, vehicle
velocity is 100 km/h

» Natural phenomena: Wind speed of lateral wind without speed control is <10 m/s, i.e., vehicle
velocity is 100 km/h

As the most difficult condition here is when the abovementioned disturbances all simultaneously occur, these
three factors are added up for evaluation (Figure 36).
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Figure 36. Vehicle motion disturbance evaluation conditions

The perception condition under this situation is to avoid departure from the lane. Here, the cases where the
vehicle cannot drive under these conditions (e.g., when lateral wind is 5 m/s or more, i.e., driving is not possible)
must be defined in advance as ODD by the manufacturer.

Furthermore, as a functional requirement, the slow puncture that occurs while driving should be managed
before the vehicle becomes uncontrollable (before the rim touches the surface of the road).

The summary of the flow of safety perception discussed to date is listed below.
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Figure 37 Safety perception flow of vehicle motion disturbance
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3. Scenario-Based Safety Assurance Process

Figure 38 shows the schematics for the overall safety argumentation system in development and production
cycle based on the V-shaped model, which is the project management commonly appointed to the development
of advanced driving assistance systems (ADAS) and AD systems. By integrating verification to the sensor setup
assessment and software agility basement processes from the planning phase in the first half of development,
rather than conducting it only during the latter half of development represented by the right side of the V-shape,
it can contribute to the optimisation of the development.

| Socially acceptable top safety goals defined by |

authorities
Safety
Assessment

Subsystem and
@ \l vehicle V&V
Safety Design
& Concept
A\

System
Development

Final development
sub-process before
customer operation

Incident
management

Figure 38. Overall scheme of safety assurance process

3.1. Safety argumentation scheme (Steps of the V-shaped model)
3.1.1. Item definition

The safety argumentation process is for making the vehicle compatible with the safety target within the operation
scope of the automatic driving vehicle that was determined in advance. The operation scope of automatic driving
vehicles is defined at the initial stage as the operation design scope (ODD). The contents of the ODD must
include, at a minimum, information such as the road type, position on the road, vehicle velocity scope and
environmental condition. Moreover, a fallback strategy for transition to outside the ODD boundary must be
designed; moreover, the AD system must detect whether it is operating within the defined ODD. The definition
of OD must be structured in such a manner as to enable notification to the users, as well as allow them to
understand, trust and operate the AD system (Khastgir, Birrell, Dhadyalla, & Jennings, 2018).

Note that by mapping the ODD system and the scenario system as shown in Figure 39, it becomes possible to
select the evaluation scenario following the ODD range.
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Figure 39. ODD scenario classification and relationship diagram of the system level classification based
on the three category scenario level

3.1.2. Safety Analysis

It is important to determine as many foreseeable scenarios as possible, as well as systematise detailed scenario-
related information on the operation design scope (ODD), vehicle and its surrounding, technically
comprehensive definition of ODD based on the system physics, in addition to the overall definition of ODD
that employs the systematic combination approach. For instance, the word ‘rain’ is enough for communicating
with the user if rainfall conditions are included in the ODD; however, the AD system itself cannot interpret such
a concept in the same manner. This scenario is able to consider the influence of rain from the perspective of
system physics instead such as the possibility of the influence of raindrops on the sensor performance or the
influence of rain on the vehicle dynamics (e.g., decrease in friction coefficient between the tire and the wet road
surface). To describe ODD in a technical and system-oriented way, it is classified into three categories related
to the system physics in order. These categories cover the respective perception, traffic flow and vehicle
disturbances that can potentially occur within the AD system safety analysis ( Figure 2).

3.1.3. Safety Design and Safety Concept

The system requirements should be produced based on the safety analysis steps. The safety target defined by
our association is integrated into the development cycle during this process, as well as confirmed during the
system design. As layers of different complexity are added to the safety design, the safety analysis cycle can be
unified as per necessity between this process and the preceding process as long as their outputs follow the safety
analysis steps. It is important to ensure compatibility between the ODD and the system requirements to avoid
unnecessary specification changes in the system development process. This indicates the importance of the role
of the safety analysis step.

3.1.4. System development

When the system design is complete and its safety is analysed, the actual system that includes the component
elements of both software and hardware is developed.
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3.1.5. Examination and validation of the sub-system and the vehicle

At this point, the strategy for safety examination and validation of the system and the vehicle is defined without
interaction with the driver. The examination and validation are conducted by combing concentrated virtual
evaluations and a relatively limited amount of physical tests in real traffic environments and at test courses.

The mathematical and physical accuracy of the system, development functions, and employed safety measures
are verified in the sub-process of the examination. Moreover, verification is performed in regard to whether all
the safety specifications and requirements drawn up during the safety analysis process (sufficiency of sensors,
algorithm and actuator-related measures) have been satisfied.

For the validation sub-process, verification is performed in terms of whether the system and components,
including the employed safety measures, pose an irrational risk to the traffic participants. Moreover, the safety
of the AD system is substantiated by confirming that the defined validation targets were met.

3.1.6. Safety assessment

The test for determining whether the end product is acceptable is conducted during this step, which includes the
related inspections, document checks and certifications.

3.1.7. Final check process before release

In the final check before release, verification is performed in terms of whether the safety of the AD system can
be explained, in addition to whether the remaining risk is within the permissible range. This can be conducted
by, e.g., using technologies such as the behaviour safety assessment (BSA), which focuses on the evaluation of
the AD system at each test case by applying different measurement standards and confirms the compatibility of
AD with predefined behaviour standards. Finally, a determination is made in terms of whether the system can
be released during the review of the result, and then the post-release incident management strategy is designed.

3.1.8. Incident management

During the incident management process, the performance data is fed back into the safety argumentation process.
This enables the improvement of the AD technology and reduces the number of ‘unforeseeable’ situations as
time passes. It is expected that, because of this reduction, the threshold between two left quadrants shifts, as
well as the boundary between them will be lesser in the way that is beneficial to the foreseeable scenarios (Figure
40). Following the same logic, it is expected that the boundary between the preventable scenarios and
unpreventable scenario shifts rightward, and the quadrant on the upper left will expand. It is highly possible that
this will occur as more scenarios become preventable.

Scenario based Best effort
Foreseeable approach for functionality to Foreseeable Scenario based ] B::t ef':f’t"t
No accident mitigate the accident approach for unctionality to

N mitigate the
Boundary * No accident accident
Learning process Social acceptance or Boundary »
based in field resilience Support for

Unforeseeable Learning process based in | Social acceptanceor

monitorin residual social risk . L resilience Support for
€ Unforeseeable field monitoring residual social risk

Preventable Boundary Unpreventable Preventable Boundary UPPreventable

Figure 40. Expansion of foreseeable and preventable scopes following the evolution of the AD system
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4, Scenario structure

Every approach is constructed by applying the systematic combination approach for defining the combinations
derived from all possible factors. This approach requires significant specialized effort for defining all the factors
and their interdependency as was the case by examining the safety coverage target. Therefore, it requires a
systematic standardization methodology for structuring every factor related to the information. As mentioned
earlier, the structures of the scenarios are the possible disturbances that can occur in three different categories
related to the physics of the system, namely, the perception disturbance, traffic disturbance and vehicle motion
disturbance.

4.1. Traffic disturbance scenario

Traffic disturbance scenarios are classified as general vehicle scenarios (including automobile and motorcycles),
motorcycle-specific scenarios, and vulnerable road user scenarios (Figure 41). These three scenario
classifications are further generated by systematically analyzing and classifying the combinations of different
factors, namely the road geometry, ego-vehicle behavior, and the locations and motions of the surrounding
traffic participants (Figure 42).

/ Traffic disturbance /

/ General vehicle / / Motorcycle-specific / / Vulnerable Road User /

Figure 41. Traffic disturbance scenario classification

Road X Ego-vehicle x

geometry behavior

Surrounding traffic participants

[ Location [ Behavior

Figure 42. Structure of a traffic disturbance scenario

NOTE: The vulnerable road user scenario will be included in the next version.

4.1.1. General vehicle scenario

For traffic disturbance scenarios involving general vehicles, we provide specific explanations for the road
geometry, ego-vehicle behavior, and the locations and motions of the surrounding traffic participants.

4.1.1.1. Road geometry category

The standard road is a non-intersection road (a). Merge zones (b) are formed when another road merges into a
single road. When a single road splits, a branch zone (c) is formed. Furthermore, when one straight road
intersects another straight road, an intersection (d) is formed (Figure 43). These roads are combined to form
various types of roads. Motorways are classified into three categories: main roads (non-intersection), merge
zones, and branch zones, with intersections being excluded. The road scenario classification for scenario
generation must be also discussed to make it applicable to highways internationally (Association, 2004)
(Transportation, 2008; UK, 2006).
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NOTE : Another type of road shape is a roundabout. For this, we must either consider a combination of merging
and branching roads or prepare a separate scenario. In addition, we intend to include another Annex that
considers parking lots and trams, among other scenarios.

(@) Non-intersection (b) Branch zone (c) Marge zone (d) Intersection
(includes curves)

Figure 43. Road geometry classifications

4.1.1.2. Vehicle behavior category

Vehicles move in a straight line along the lanes of road geometry (a) (also known as lane keeping). In addition,
vehicles move between lanes from an adjacent and merging lane (b) (lane change). Here, while a lane change
from an adjacent lane and a merging lane have different road geometry categories, as vehicle behaviors, both
are considered to be lane changes. At intersections, the vehicle turns without changing lanes (right or left turn).
Therefore, the possible vehicle behaviors are classified into three categories: going straight, lane change, and
turning. This vehicle behavior category is expressed using a combination of the road geometry information
discussed above (Figure 44).

NOTE: In addition to right and left turns, there is also the U-turn as a turning behavior, but the ADS will not
perform a typical U-turn; however, if a road is designed for U-turns, it is treated as a merge zone.

Ego-vehicle behavior

Going straight Lane change Turning

Non- o %
intersection
Merge zone R @x’

Road
geometry
Branch zone = @_/_'
. o—

Intersection m%'

Figure 44. Parameters of road geometry and vehicle behavior

4.1.1.3. Categories of positions and motions of surrounding vehicles

Moreover, when there is a significant difference between the speeds of the leading vehicle and the vehicle in
front of it, the leading vehicle might perform cut-out to avoid a collision. When a cut-out suddenly occurs, the
ego vehicle might be required to take action to avoid a collision. To consider this scenario, the position of the
vehicle in front of the leading vehicle is indicated as “+1” (Figure 45).
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The neighboring positions in six directions around the ego vehicle that have a possibility of entering the driving
trajectory of the ego vehicle, the left and right when entering from an intersection, and three oncoming directions,
for a total of eleven directions, define the surrounding vehicles positions that must be considered in a scenario
structure. Moreover, if the speed difference between the leading vehicle and the vehicle in front of it is
significant, the leading vehicle may perform a lane change (cut-out*1: Figure 46) to avoid a collision. If there
is a sudden lane change, the ego vehicle may need to take action to avoid a collision. To account for such a
scenario, the position of the vehicle in front of the leading vehicle is considered and indicated as “+1” (Figure
45). An oncoming vehicle may also enter the lane of the ego vehicle by performing a lane change (v mark
under cut-in*2: Figure 46).
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(6) |j> <] 4 -
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(include Back)

Figure 45. Positions of surrounding vehicles

30



Surrounding traffic participants behavior
Going straight Lane change / swerving Turning
Vehicle location
Acceleration | Deceleration Cut-in Cut-out swerving Right turn Left turn U-turn

£]1. Lead () v V¥l v v v v
g 2. Following (F) v v
E’ 3. Parallel (Pr-f) v v v v v
g 4. Parallel (Pr-r) v v v v v
g 5. Parallel (PI-f) v v v v v
gj 6. Parallel (PI-r) v v v v v
;g,_{ 7. Cross (C-r) v v v v v
§ 8. Cross (C-I) v v v v v
S| 9. opposite (0) v v v *2 v v v v

10. Opposite (O-r) v V2 v v v

11. Opposite (O-1) v v *2 v v v

v : have impact, blank: no impact

Figure 46. The combination of the surrounding vehicle positions and the motions that can potentially
obstruct the ego vehicle

NOTE: In Ver 2.0, we placed other vehicles next to the ego vehicle; however, it has been eliminated. The reason
for this is that the positions next to the ego vehicles would be covered depending on the initial positions of the
vehicles in the front and rear (e.g., positions 3 and 4),.

The behaviors of the surrounding vehicles are classified into three categories: going straight
(acceleration/deceleration), lane change (cut-in/cut-out) and swerving (e.g., behavior to avoid a stopped vehicle),
and turning (right and left turn, U-turn). From a safety evaluation perspective, it is possible to minimize the
number of evaluations by focusing on the behaviors of other traffic participants that have the potential to obstruct
the behavior of the ego vehicle (Figure 46). For instance, the turning of the vehicle in position 2 does not
interfere with the ego vehicle; thus, it can be excluded from the safety analysis. The check mark in the figure
indicates cases where the corresponding combinations of the surrounding vehicle positions and motions can
potentially impact the driving of the ego vehicle, which must be considered in the safety analysis.

4.1.1.4. Resulting traffic disturbance scenarios

As a result of the systematization process discussed thus far, a methodology for structuring scenarios as a
combination of the road geometry, the behavior of the ego vehicle, and the position and motion of the
surrounding vehicles is proposed herein. This structure consists of a matrix that contains 58 possible
combinations in total (Figure 47). When limited to motorways as an example, there are three categories for the
road geometry: “straight roads,” “merging zones,” and “branching zones;” two categories for the ego-vehicle
behavior: “going straight” and “lane change;” and two categories each (total four) for the positions and motions
of the surrounding vehicles: “going straight (acceleration/deceleration)” and “lane change (cut-in/cut-out).” The
motorway scenarios consist of a matrix with 24 possible combinations that could occur in a real traffic flow
(Figure 48). Based on the similar accident categories, the sufficiency of these 58 cases, which cover all the
dangerous cases that can lead to an accident, can be evaluated (Annex D). This matrix deals with comprehensive
coverage of traffic disturbances resulting from interactions between two vehicles.

The scenarios described here as traffic disturbance scenarios (Figures 47 and 48) are representative and must be

able to consider a combination of the surrounding vehicle positions and behaviors that could obstruct the ego
vehicle (Figure 46). For example, Figure 49 presents the results of a scenario developed for Figure 48 (Nos. 5,
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6, 7, and 8) where the road geometry consists of a single road, the ego vehicle behavior involves a lane change,
and the motion of surrounding vehicles involves going straight and performing a lane change. To elaborate on
No. 5, when the ego vehicle makes a lane change, cases where the surrounding vehicle is in front, situations in
which the surrounding vehicle is in the front, the rear, or the side (i.e., the vehicle in the front or rear is beside
the ego vehicle) must be considered. The routes that could lead to obstructions will differ when the number of
lanes is different, even if the positions of the nearby vehicles remain the same. As a result, it is important to
consider the positions of the surrounding vehicles and the number of lanes, as well as identify combinations of
behaviors that could obstruct the ego vehicle.
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Figure 47. Traffic disturbance scenarios for general vehicles
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Figure 48. Traffic disturbance scenarios for general vehicles on motorways
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Figure 49. Scenarios with various combinations of positions of the surrounding vehicles and behaviors that could obstruct the ego vehicle
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4.1.2. Scenarios unique to motorcycles

In general, the categories of aforementioned positions and motions of surrounding vehicles (Figure 44) are
applied to both four-wheeled vehicles and motorcycles. However, there are situations where motorcycles may
drive in the narrow space in the same lane as the ego vehicle, which requires additional safety evaluation
scenarios. Because these scenarios only have the potential to occur in countries where such driving is legally
allowed, an approach including detailed examples is shown in Annex B.

4.1.3. Scenarios resulting from the combination of behaviours by several vehicles

The proposed traffic disturbance scenario structure covers the relationship between the ego vehicle and one or
two surrounding vehicles. However, in real traffic, multiple traffic participants take diverse actions at various
moments. The current methodology covers these complex cases by extracting scenarios where the sudden
motions by surrounding vehicles trigger the sequence of avoidance motions. By dividing these scenario types
into a sequence of behaviours, multiple combinations of the positions and motions of the ego vehicle and the
surrounding vehicles can be covered by safety analysis. Moreover, this can be realized by considering the
influence of the road environment on the cut-in scenario by other vehicles that can potentially appear in this
sequence. For instance, when the leading vehicle performs sudden deceleration (the first behaviour of the
sequence), the avoidance motion by the ego vehicle occurs (the second behaviour) and the ego vehicle retreats
into the surrounding avoidance area. The detail of the approach to the complex scenarios that include detailed
examples is included in Annex C.
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4.2. Perception disturbance scenarios

Perception disturbance scenarios include blind spot scenarios and connectivity disturbance scenarios, in addition
to perception disturbances (Figure 50).

/ Perception Disturbance /

Perce_ptlon (Sensor) Blind Spot Connectivity Disturbance
Disturbance

Figure 50. Categories of perception disturbance scenarios

4.2.1. Perception disturbance scenarios

Perception disturbance refers to a negative effect on perception performance during a situation in which the
automatic driving system detects objects. The perception disturbance scenario is generated by disturbance-
triggering factors and based on the principle of the sensors where disturbance occurs. While the factors of
disturbances are diverse, it is possible to select the scenario group that contains the perception disturbance
overall by classifying the factors based on the generation principle and then selecting a representative factor
among those in the same category. Moreover, by considering the necessary combinations based on the
generation principle of each disturbance factor, it is possible to create a perception disturbance combination
evaluation scenario. In this study, the disturbance scenarios of three types of sensors, namely, millimetre wave
radar, LIDAR and camera (Figure 51).
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Figure 51. Scenario derivation process based on perception disturbance factors and sensor principle

4.2.1.1. Perception disturbance factors

The factors of perception disturbance can be broadly classified into “vehicle/sensor,” “surrounding environment”
and “perception target” in relation to the ego vehicle, which are then broken down and comprehensively
classified at each layer to compose the perception disturbance factors system. Here, e.g., a factor is broken down
from the perspectives of structure, relative position and types, and continues to be categorized to layers such as
colour, shape, material and behaviour.
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/ Perception Disturbances /

!
[Vehicle-sensor] [ Environment ][ Target ]

Environment
Vehicle-Sensor

(11

Target

Figure 52. Broad categories of perception disturbance factors according to the positional relationship
with the ego vehicle

| Perception Disturbances

L.Car, Sensor

b oo OO
{1=05]

Vehicle / Sensor Targets

|
I I ] I
Ego Sarser Front surface Shace
vehicle of sensor objects P
[ I |
Road Road side| Overhead

]
Moving
objects

surface objects objects
Obstructions Moving
on the lane objects
[ [ | ]

Road

2 Structural objects
| Lines || edges

with height

Pavementl I Fallen

markings objects " Animals

I Lights |

VTempovraI Other "Motorbikes " Bicycles "Pedestriansl
installations || vehicles

Figure 53. System diagram of perception disturbance factors
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4.2.1.1.1. Perception Disturbance Factors: Vehicle/Sensor

The perception factors classified into “vehicle/sensor” are divided into three categories according to the
positions of these factors, namely, “a. ego vehicle”, “b. sensor” and “c. in front of the sensor”.

Car, Sensor

~<7" Infrontof
sensor

% Ego car i Sensor Surface in front
of the sensor

Figure 54. Vehicle/sensor categories

Tables 3-5 show the details of the perception disturbance factors categorized into a, b and ¢. These tables
describe the detailed categorization, impact on the perception performance, and the generation principle of
perception disturbance of the perception disturbance factors for each sensor.

Table 3. “a. Ego Vehicle” disturbance factors

oo
Ego car
- =
Millimeter waves LiDAR Camera

o
° & Change of car posture
=|O
5]
< - Decrease in positioning accuracy which caused by - Misrecognition of road surface as obstacle. - Misrecognition of road surface as obstacle.
af g the difference between actual attached position and - Image recognition ability degradation caused by vertical moving of its
o assumed position that memorized in its sensor. note: LiDAR is assumed to be attached to sensor and ego car.
S| Y|- Changing FOV by changing center axis of Radar. rigid body, so FOV is influenced by posture
2| |- Misrecognition of road surface as obstacle. changing.
51=
O
5
2 % + Undesired signal increasing
E[5]- Low s/N o .

£l Slight shift of axes Vehicle posture Image shake/flow

&
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Sensor

Table 4. “b. Sensor” disturbance factors

iy

=

o

Millimeter waves

LIDAR

Camera

Class.

Variation in assembly

Failure of sensor itself

Variation in assembly

Failure of sensor itself

Variation in assembly

Failure of sen:

sor itself

Blind spot. -
Decrease in azimuth
estimation accuracy
which caused by
interference direct wave
with internal reflected
wave.

Decrease in positioning
accuracy, which caused
by misalignment.

Decrease in maximum -
detectable range which -
caused by receive intensity
decreasing.

Change in signal phase and
frequency due to change in
sensor character,

Blind spot.
Misalignment in optical

axis and attached position

Decrease in input and
output intensity, which
caused by aging
degradation.

Blind spot.

Image recognition ability
degradation caused by
misalignment.

Position shift and Color shift in image.
Image recognition ability degradation caused by

lens distortion.

Partially information loss due to defective pixels.
Thermal noise and sensitivity variations depend

on temperature.

Influence on sensor principle

MNo signal (partial)

Signal changing

° Phase changing - Phase changing No signal (partial) Signal lowering .
2 |+ Undesired signal + Frequency changing + Refraction
e increasing - LowS/N = No signal (partial)
£ |+ Lows/N - 5/Nlowering
+ Slight shift of axes
(13 99 3
Table 5. “c. In front of sensor” disturbance factors
. Sy i
Surface in front of the sensor
o, . o,
Millimeter waves LiDAR Camera
8 4 Sticking objects Changes in characteristics Sticking objects Changes in characteristics Sticking objects Changes in Reflection on
shd 9 °b) g 9 0b) 9 9 °b) characteristics windshield
- Decrease in maximum - Decrease in maximum - maximum detectable |- Decreasein received - Image recognition ability - Position and color - False recognition of
o detectable range due to recognition range due to range decreases due signal strength due to degradation due to lack of on image are shifted reflection.
9 decrease in reception decrease in reception to received signal decrease in an image by objects more than design
E intensity. intensity. strength reducing. transmittance. sticking to windshield. error.
q & |- Degradation of azimuth - Degradation of azimuth |- Signal saturationby |- Signal saturation by - Image recognition ability - Image recognition
4 S estimation accuracy due to estimation accuracy due detecting detecting cloudiness on degradation due to ability degradation
q4 2 interference between to interference between contamination. surface in front of raindrops and like become due to the distortion
9 c reflected wave and direct reflected wave and - Angle shift due to sensor. noise. of windshield.
d wave on sticking objects. direct wave to changes contamination (oil - Angle shift due to - Adistant vehicle overlaps
5 in sensor front film, etc.) on the distortion on the with the raindrops,
4 characteristics. sensor. surface in front of reducing the maximum
E sensor. detectable range.
= o | Phase changing + Phase changing + Signal intensity + Signal intensity lowering |+ No signal (partial) + Signal changing Low S/N
o |+ Undesired signal increasing |+ Undesired signal lowering ~ No signal ~ No signal « Low S/N « Refraction
9 [+ Low S/N increasing « Undesired signal « Undesired signal
= + Low S/N increasing increasing
+ Refraction + Refraction

4.2.1.1.2. Perception disturbance factors: Surrounding environment

The perception factors classified into “surrounding environment” are divided into three categories
according to the characters of the objects existing around the ego vehicle, namely, “d. surrounding
structure”, “e. space” and “f. surrounding moving objects”. “d. Surrounding structure” is further divided
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into the following three categories: “d-1. road surface”, “d-2. structure by the road” and “d-3. structure
above the road”.

Environment

e ADfED

Structural

Moving
i Space ‘ Ob;'ects

Objects
{ Classified by location /
I I
Road Roadside Overhead
Surface Object Object

Figure 55. Surrounding environment categories

Tables 6-8 show detailed categorization, impact on the perception performance, and the generation
principle of perception disturbance of the perception disturbance factors classified into d-1, d-2, d-3, e and
f.
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Table 6. “d-1. Road surface” disturbance factors

D

Road Surface

=

Millimeter waves LiDAR Camera
_E Shape Road condition Material Shape Road condition Material Shape Road condition Material
o
o - Vehicles in front is out of - Changes in road - Increase in clutter - Vehicles far ahead is out | False points occur Due to the difference in | - Before going down, |- Misrecognized - Manholes are
- FOV due to the slope surface reflection of FOV due to the slope | when the road surface | reflection there is no visibility | reflection in puddles | misrecognized as
2 - Vehicles in front characteristics - Vehicles far ahead has high reflection characteristics, apart  |and no detection - Misrecognition of [ dropped objects
4 disappear/appear due to the | change road surface disappear/appear due to | characteristics such as | of the road surfaceis |- Shape change of road restorations and | - The links with
s | o |slope multipath and reduce the slope icy surface or puddles | detected and the object before wheel tracks transverse direction
o 2 | - Sloped road surfaceis signal strength - Sloped road surface is incorrectly recognized | going up are misrecognized as
@ | & |recognized as static objectin |- Increase in clutter recognized as static as an obstacle - Change of tilt on stop lines
ala
c | = |front objectin front image due to cant - Road markings
o= (arrows, speed) are
g misrecognized as
g white fines
=
w |+ Low D/U * Low D/U * Low D/U (Recognition) Reflection (Recognition) No signal (partial) + Signal change *Low D/U
g |+ Undesired signal increasing |+ Undesired signal * Undesired signal (Recognition) * Reflection Low S/N
< Low S/N increasing increasing - Low S/N, LowD/U (Recognition)
a (Recognition)
(13 b 3
Table 7. “d-2. Structures by the road” disturbance factors
B | Roadside Object
Millimeter waves LiDAR Camera
» P H Reflection Screen Background Reflection Screen Background Screen Background
ks - Ghost occurs due to multi-path | - Partial loss of - Misrecognition of reflected An object in front - Anobject in front of |- The boundary between object and
£ o |- In case of multiple targets at | FOV due to side objects of the object reflected objects [ the object obscures background is unclear
o £ |the same distance, the walls, etc. - Objects with high reflectivity | obscures part of part of it - Background is incorrectly recognized
8 2 | horizontal direction accuracy on the roadside (such as it - Objects are difficult |as target
5 T |becomes worse delineators) are incorrectly to see or change color
2 - recognized as vehicles due to the effects of
E transparency
é @ |-Undesired signal increasing -No signal (partial) -Multiple reflection -No signal -Reflection -No signal (partial) -Low D/U
2 & [-Reflection -Low S/N (Recognition) (partial) -Signal changing |-Signal changing (Recognition)
E | £ |-Inflection
& |-Low D/U
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Table 8. “d-3. Structures above the road” disturbance factors

D

Overhead Object

Millimeter waves LiDAR Camera
5 @ Reflection Screen Background Reflection Screen Background Reflection Screen Background
o - Lack of vertical An object in front of | - Reflective items such as mirrors An object in front of Misrecognition of An object in front |- The boundary between object
2 resolution capability the object obscures placed on the curb which have the object obscures reflected objects of a target and background is unclear
£ 8 part of it extremely high directivity, may cause |part of it obscures part of it | - Background is incorrectly
af g detection of the object reflected in the recognized as target
5| =2 mirror rather than the mirror itself.
= = - Misrecognition of the objects with
g high reflectivity above as vehicles
5
8
S N -Undesired signal -No signal -Multiple reflection No signal (partial) -Reflection -No signal -Low DfU
‘:2 @ |increasing (partial) (Recognition) -Signal changing |(partial} (Recognition)
s 2 -Signal
& changing
(13 2 31
Table 9. “e. Space” disturbance factors
| e =
© | sroce
Millimeter waves LIDAR Camera
3 n - N
B Spatial obstacles Radio wave and ight in Spatial obstacles Radie wave and light in Spatial obstacles Radio wave and light in space
o
=z - Dueto weaker receiving signal, the |- Noise floor rising due | Confirm impact of spatial - Blocked up shadows due [ - Objects in short distance are lost - In twilight or dusk environment, insuffidient light causes
3] max detection distance decreases to radio wave obstacles caused by weather. |to west sun, backlight, because of spatial obstacles as noise. | recognition ability degradation.
£ & |- Partial or complete loss of FOV due  |interference Rain is an obstacle in the light |etc. - Target is hidden by obstacles - Blown out highlights occur when the light source is strong
2| § |to flying objects - Misrecognition of path, therefore ranging - Noise increase due to | - Misrecognition of flying objects as locally
& | 2 |- Misrecognition of flying object as interference signal as performance will deteriorate increase in background vehicles or pedestrians - Blacked up shadows due to west sun, backlight, etc.
G | 5 [target reflection from target due to reduced reflected light. | light - Recognition rate drops due to lower |- Target color changes due to light source color
c - Pulse noise by LIiDAR of | contrast in case of rain or snow. - Target contrast reduces due to light source
§ other vehicles - Flare and smear caused by strong light source (backlight)
g ~No signal (partial) “Low D/U ~Signal intensity lowering “Noise such as DC type | -No signal (partial) Low signal intensity
2| @ |Llows/N -Undesired signal -No signal by obstacle -Moise such as Pulse type | -Signal changing High signal intensity
& % -Undesired signal increasing increasing -Signal from other object by (Recognition) -Low DU Signal intensit
£ reflection or refraction -Low S/N Signal changing
= -(Recognition) Low D/U
Low S/N
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Table 10. “f. Surrounding moving objects” disturbance factors

Moving Object

Millimeter waves LiDAR Camera

Influence on sensor principle

Reflection Screen Background Reflection Screen Background Reflection Screen Background

Class.

- Ghost caused by grating,

harmonic, phase noise or side Recognition rate reduction

o
2 |lobe . - False points occur due to depending on paint Recognition rate drops due to
N Decrease_ in accuracy of surface reflection reflection Blind protective colour same as

= reﬂect_ed signal around strong - Misrecognition due to by surroundings

= | reflection mirror-finished coating spotby

surround

ing
vehicles

-Grating reflection

© |-High frequency

2 |-Low DU -Reflection -Reflection -Low D/U

£ |-Undesired signal intensity fMultiple_ reflection -Signal changing (recognition)
2 |increasing (Reflection)

4.2.1.1.3. Perception Disturbance Factors: Perception Targets of Sensors

The perception disturbance factors categorized as “perception targets of sensors” are broadly classified into “g.
route”, “h. traffic information”, <j. obstacles” and “k. moving object” (Figure 56).

Recognition Targets

Layer 4: Moving objects

Layer 3: Obstruction on the lane
Layer 2: Traffic information
Layer 1: Lane

Obstruction
on the lane

Classification: type

of obstructions
Traffic signs / lights / Display of allen Animals Lane control iOther cars FMotorcycles Bicycles
pavement markings temporal control objects

Figure 56. Categories of perception targets of sensor

Classification: fixed /
temporary

Classification: type of
moving objects
1

99 G¢

“g. Route” is classified into “g-1. lane maker”, “g-2. structure with height” and road edge as per the object
that indicates a given place is a driving route. Moreover, road edge is divided further into g-3 and g-4
depending on whether there is a level difference or not (Figure 57).
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? | Layerl |
.
Lane

Classification: Structure of
indicator for lane
Lane Structure with
’ maker ‘ height Road edge
I
With/Without step /T
Road edge with edge
(Road side gutter)

Figure 57. Categories of “g. route”

Road edge
without step

“h. Traffic information” is classified into “h-1. traffic light”, “h-2. traffic sign” and “h-3. road marking”
as per their display style (Figure 58).

| Layer2 |
Traffic info.
Classification:
display style

i Traffic light i Traffic sign I Road marking

Figure 58. Categories of “h. traffic information”

“j. Obstacle” is classified into “j-1. falling object”, “j-2. animal” and “j-3. installed object” according to
whether it moves or not and the degree of impact when colliding with the vehicle (Figure 59).

| Layer3 |
Obstruction 4

on the lane
Classification: type of
obstructions

/ Impact of collision

Fallen
objects

Figure 59. Categories of “j. obstacle”

Animals
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“k. Moving objects” are classified into “k-1. other vehicles”, “k-2. motorcycle”, “k-3. bicycle” and “k-4.
pedestrian” as per the type of traffic participant (Figure 60).

Moving
objects

Classification: type of
moving objects

fP | ‘
Other cars Motorcycles Bicycles | |Pedestrians

Figure 60. Categories of “k. moving objects”

Tables 11-14 show the detailed categorization, impact on the perception performance, and the generation
principle of perception disturbance for the perception disturbance elements classified into g-1 to k-4,
respectively.

Table 11. “g-1. Lane marker” disturbance elements

@ iy

markers

Including Botts’ Dots and Cat’s-eye which can be crossed
Millimeter waves LIDAR. Camera

g Colors/materials Shapes Grime/worn Relative position Colors/materials Shapes Grime/worn Relative position(*)

]
o
i *Lack of contrast with Unknown shapes Hidden +shift of positions due to | -Lack of contrast with *Unknown shapes -Hidden +Image deletion during
£l o surrounding pavements | (thickness, intervals, «Dirty / worn ego-vehicle’s movement | surrounding pavements | (thickness, intervals, «Dirty / worn driving
8le Unknown reflection appearance, etc.) «false positive for -Unknown brightness, | appearance, etc.) ~false positive for «Distortion
2|3 intensity deleted lines chroma and color phase deleted lines
8|
c
5
i}
E; N Recognition Recognition Low intensity Position change of |Low D/U (Recognition No signal (partial) |Blurred image
£la process process No signal due to FOV (Recognition process) Low S/N (Recognition
- g masking Recognition process) process)

= process
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Table 12. “g-2. Structure (with height)” disturbance elements

@ Structure with
height

crash barriers, poles, noise barriers, curbstones, trees, cat’s-eyes, etc.

Millimeter waves LiIDAR Camera
E Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position
=]
2
8 *Lowering of *Lowering or *Lowering of *Lowering of +Lowering or +Lowering or *Lowering of +shift of positions | -Lack of contrast | * Poor perception | -False positive +Image deletion
£ y |reflection increasing of reflection intensity around |increasing of increasing of reflection due to ego- with the due to unknown |for grime or during driving
o 2 [intensity reflection intensity the edges of FOV | reflection reflection intensity vehicle's background shapes patterns as - Distortion
5| 9[dependingona  |intensity intensity intensity movement ~Poor perception targets
S | F |material depending on depending on a |depending on due to pictures
bl i shape, size and material shape, size and or patterns on
S direction direction the walls
@
§ Low S/N Qlia;ing_ Low S/N Low S/N hcwhsswntrnswt?d howhssintlensi?d Low S intensity Pfuztoii’n change |Low D/U Low S/N Low S/N Blurred
2| larmonic igh Sintensity | High S intensity o it i i
e Large difference Recognition (Recognition | (Recognition image
£ of intensity process process) process) (Recognition
& Low DfU process)
Low 5/N
[13 3 4 L
Table 13. “g-3. Road edge without level difference” disturbance elements
@ Road edges
without a ste
P Break of a road, etc.
Millimeter waves LiIDAR Camera
2| Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position
w|0O
o
2 +Lowering of «Lowering of +Lowering of «Lowering of +False positive +Lowering of «Poor perception | +shift of positions | - False positive +Unknown road | -Poor perception | :Image deletion
E| o |reflection reflection reflection intensity around | for road surface | reflection due to masking ue to ego- or road surface |shape out of the |due to masking | during driving
5 2 |intensity intensity intensity the edges of FOV [ with difference of | intensity by accumulated | vehicle’s with a different  |lane by accumulated | - Distortion
2| Y|dependingona [depending on reflection depending on snow and fallen | movement color as road snow and fallen
ol material shape, size and intensity as road |shape, size and  |leaves edges leaves
s(™ direction edges direction
o
g
5[ Jrowsm Low S/N Low S/N Low S/N Recognition Low S Low S Position change [ Low D/U Low S/N No signals |Blurred image
=& process No signals of FOV R iti R iti rtial R iti
Tls (partia) Rerognition (Recognition |(Recognition (partial) (Recognition
£ process process) process) process)
13 1 2 A
Table 14. “g-4. Road edge with a step” disturbance elements
@ Road edges
with a Step Gutters, etc.
Millimeter waves LiDAR Camera
§ Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position
u|O
o
9 +Lowering of +Lowering of +Lowering of +Lowering of +Lowering of +Lowering or +Lowering of +shift of positions | :Lack of contrast | +poor detection | -Poor perception | +Image deletion
S| o|reflection reflection reflection intensity around | reflection increasing of reflection due to ego- at the road edge |due to too small | due to masking | during driving
5| 2|intensity intensity intensity the edges of FOV |intensity reflection intensity vehicle’s area gutter width by accumulated | - Distortion
@| Z|dependingona |depending on dependingon a | intensity movement ~Unknown road | snow and fallen
gl material shape, size and material depending on shapes out of the | leaves
c|= direction shape, size and lane
o direction
3]
c — -
BN Low S/N Low S/N Low S/N Low S/N Low S h?v\:—‘ss Low S P??g%‘n change |Low D/U Low D/U No signals | Blurred image
Z|5 o ?Remgni“u" (Recognition |(Recognition (partial) (Recognition
E process process) process) process)

48

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.




Traffic lights

Table 15. “h-1. Traffic lights” disturbance elements

dv

o sandl
Millimeter waves LiDAR Camera
E% Colors/materials Shapes Light source Grime Relative position
2
1 Unknown brightness, chroma +Poor perception due to whether | - Poor perception due to flicker +Poor detection due to masking | -Miss recognition due to
] 3 and color phase portrait of landscape «Poor perception due to by snow, etc. directional quality of lights
S ] - Poor perception due to directional quality of lights -No perception due to FOV
1 difference of light sizes +No perception due to direction
6lE - False positives for lights with and lens distortion
wlS hoods -Recognition of different lights
5 due to direction
i}
g (Recognition process) (Recognition process) Flicker No signal (partial) Low S/N
< Low S/N No signal (partial)
=12 (Recognition process)
&
[13 3 2 A3
Table 16. “h-2. Traffic sign” disturbance elements
@ Traffic sign
]
Millimeter waves LiDAR Camera
;E Colors/materials Shapes Light source Grime Relative position
o
@
5| *Recognition failure due to -Misrecognition of letters and - Electric sign recognition failure | - Misrecognition due to lack of *Recognition failure due to
£l o insufficient contrast with the numbers with similar shapes due to flicker or lack of partial image or image interference image flow
ale surrounding road surface +Misrecognition due to different |image with faintness or stains +Recognition failure due to
2ls -Detection / recognition failure | shape of sign for each country shape change with orientation
5= due to unexpected brightness / -Recognize other signs because
b I coloring / saturation / hue of their location
3
§ . Low D/U (Recognition process) Flicker Low S/N Blurred Image
=i (Recognition process) No signal (partial)
= § (Recognition process)
&
13 3 S 3
Table 17. “h-3. Road marking” disturbance elements
@@ | Road marking
Millimeter waves LiDAR Camera
E Colors/materials Shapes Grime Relative position
o
o
5 ~Recognition failure due to insufficient | - Detection / recognition failure due to | -Obstade objects cannot be imaged +Recognition failure due to image flow
£l contrast with the surrounding road | unexpected shape of lane (Unknown | and are not recognized
alg surface display, width, space) Misrecognition due to faintness or dirt
gl s «Detection / recognition failure due to +Misrecognition of erased lane
g|T unexpected brightness / coloring /
H s saturation / hue
S
g . Low D/U (Recognition process) No signal (partial) Blurred Image
=z (Recognition process) Low S/N No signal (partial)
= g (Recognition process)
&
e . . 9 3¢
Table 18. “j-1. Falling object” disturbance elements
@D |Fallen objects
| Millimeter waves LiIDAR Camera
u Color / Material . Relative position Color / Material X Relative position Color / Material ) Relative position
5| (contrast ratio) Shape / Size otion (contrast ratio) Shape / Size B (contrast ratio) Shape/ Size i
o[~ [Range lowering by low | Reflection intensity Signal intensity [Reception intensity Refection intensity Position shifting due tof Lowering of contrast by | Limitation of image Tmage blurred or shift by
? o freception intensity owering depending on owering around edge offowering or increasing  Jowering depending on ehicle moving kimilar background color  fnformation by FOV pbject moving
= False perception by Bhape/size/direction frov depend on material direction/structure/size Recognition ability Recognition ability Big moving on closed
| SHispersion of reception False perception by Hegradation by mirror and fegradation depending on pbject
2 E fntensity Moving or Ralling object uminous Ehape/size Limitation of image
3| Large differencein information by FOV
g brightness
y Low D/U
e Bignal intensity lowering Position shift of all Reflection ( ) Blurred Inzage )
E| fSignal saturation L I Epace Flicker No signal (partial Mo signal (partial
=2 Low S/N Low S/N Low S/N Reflaction Signal intensity lowering bocuo . chift of target | Large difference of signal | (Recognition) Recognition)
o Multi reflection Recognition) intensity
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Animals

Table 19. “j-2. Animal” disturbance elements

Millimeter waves

LIDAR

Camera

Class.

Color / Material
(contrast ratio)

Shape / Size

Relative position
Motion

Color / Material
(contrast ratio)

Shape / Size

Relative position
Motion

Color / Material
(contrast ratio)

Shape/ Size

Relative position
Motion

[FLowering of reflection
intensity depending on
pphysical build and

[-Signal intensity
lowering around edgd
f FOV

FLowering of reception by]
ow reflectance

Lowering of reflection by’
Ichange of reflection area
lepending on animal type|

Position shifting due
0 own vehicle or
arget object moving

[FRecognition failure
by low contrast
because of similar

Limitation of image
information by FOV
Recognition ability

FBlur caused by high-
Epeed crossing
[Recognition ability

Y
of
g
<
=l § jposture -False perception by Hirection, size and posture] lcolor of background [egradation depending degradation by
BE — oving animal I-Flicker by object n shape/size ollective action
5 E ighting
o ILarge differencein
q| brightness
o
g
E - : Low D/U
EE ISignal intensity lowering Position shift of all Reflection el (oartiad Blurred Image
9| — Low S/N Low S/N Reflection Signal intensity lowering FP2<¢ Flicker No signal (partial) o signal (partial)
E Perception) ; ) 9 9 Position shift of target ) (R ition) gna. \P
& (Perception ulti reflection osition shitt ortarget ||, ge difference of ecognition Recognition)
o Recognition) arge - g
signal intensity
(13 1 3 99 31
Table 20. “j-3. Installation object” disturbance elements
i Bie
. : t=
@ | instaliation object oolll 44
e e
Millimeter waves LiDAR Camera
E Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position | Colors/materials Shapes Grime Relative position
[Reflection [-Reflection Reflection [ Signalintensity |- Reflection Reflection | Reflection Position shifting | -Lowering of Gmitation of | . Misrecognition | - Image blurred or
ntensity lowering Jntensity lowering Jntensity lowering Jowering around  |ntensity lowering fntensity lowering [ntensity lowering | due to vehicle contrast by similar jmage due to lack of shift by object
Hepending on pr increasing Hepending on pdge of FOV pr increasing or increasing Hepending on moving background color  fnformation by limage or image | moving
aterial Hepending on ptains Hepending on depending on ains -Recognition ability [[OV interference with | - Recognition failure
direction/structure aterial direction/structure degradation by -Recognition | taing due to shape
E size size mirror and pbility change with
4 Juminous fegradation orientation
49 -Large differencein [epending on
o3 brightness between fhape/size
4= luminous an
4 basement
4 -Detection /
t recognition failure
i due to unexpected
| brightness /
i coloring /
saturation / hue
ow 5N olding ow 5N ow S/ [lanal intensity _ [oignal intensity _ [ignal intensity | Misalignment of | Low DU Mo sional Low S/N Blurred Image
o Harmonic owering owering jowering the entire space | Reflection, flicker, 9 No signal
& Large difference of] Eignal intensity  [Signal intensity (Recognition) | Large difference of partial) 0 signa
= ntensity aturation katuration intensity (Recognition) (partial)
B JLow D/U Reflection (Recognition) (Recognition)
Low S/N Multi reflection o9
[13 3 b 3
Table 21. “k-1. Other vehicles” disturbance elements
@D | other cars
Millimeter waves LiDAR Camera
; . Materials of Materials of
8 Materials of parts s N " Color 5 ; o . Color 5 ; . - :
] color [ e rtaeey | Sticking objects | Shape/ Size | (O 0| Shape/ Size parts (paints, | Sticking objects | o\ =GV | Shape/ Size parts (paints, Motion Sticking objects
o surface) surface)
w - -
o Detection range - Detection range | No detection Reception Reception Reception Reflection Recognition - Recognition « Recognition « Recognition « Detection
g lowering by lowering by from vehicle | owering by low |lowering lowering by low | lowering by ability ability ability ability range
= reflectance reflectance parts with low | rofiectance depending on | reflectance sticking abjects | degradation by | degradation for| degradation degradation by | degradation
s|a lowering lowering | reflectance reflection area on the surface of | apathetic colors | extra-large dependingon | high-speed and object lost
ale False perception| False perception| Large reflection and incidence objects cars the reflection approachto a by lowering of
] by dispersion of [ by dispersion of | from a large angle - Degradation of | at paint line of vehicles | light intensity
5| FE:ED";" !Eltﬁl’t‘{m object range accuracy |+ False - Recognition « Hidden rear
- intens Intensity depending on recognition by | ability lamp by
§ the width of paint with degradation by | sticking objects
E cars mirror finish sudden cut-in
c
2| p Grating Signal Signal Signal Signal + Reflection + No signal
2 - Low S/N Low S/N  p Harmonic intensity intensity intensity intensity Low D/U (Recognition) |+ Signal Blurred Image (partial)
& ¢ Low S/N lowering lowering lowering lowering changing = Low S/N
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Table 22. “k-2. Motorcycle” disturbance elements

@ | Motorcycles
Millimeter waves LiDAR Camera

2 color Materials Sticking objects Shape / Size (mnlg‘;'t“r'am) Shape / Size Materials (Cumrgft'?;ﬁa) Shape / Size Materials Motion

O
B Detection range | Detection range | No detection from | Reception lowering | Reception lowering Reception lowering by |+ Recognition « Misrecognition Recognition ability
c lowering by lowering by vehicle parts with | by low reflectance  |depending on low reflectance failure by low depending on degradation depending
= reflectance reflectance low reflectance reflection area and contrast with the width and on inclination and
52 lowering lowering incidence angle background with | length driving direction
i 3 — False perception | False perception by] similar color + Recognition —
b by d-sge\swon of | dispersion of . « Recognition ability |  ability
Hin reception reception intensity degradation by degradation
8 intensity similar colors with | depending on
g surroundings the shape
5
=|o
S Signal intensity | Signal intensity | Signal intensity -

o - —

2 Low S/N Low S/N Low S/N lowering lowering lowering Low D/U (Recognition) Blurred Image

&

(13 1 2 1
Table 23. “k-3. Bicycle” disturbance elements
@ | Bicycles
Millimeter waves LiDAR Camera

8 . : Color " Color " .

& color Materials Sticking objects [ Shape/ Size (contrast ratio) Shape/ Size Materials (contrast retio) Shape / Size Materials Motion
»
H Detection range Detection ranae | No detection from | Reception lowering | Reception lowering | Reception lowering | Recoanition fallure by [+ Misrecognition Recognition ability
£ lowering by lowering by vehidle parts with by low reflectance | depending on by low reflectance low contrast with depending on the Hegradation depending on
s reflectance lowering | reflectance low reflectance reflection area and background with similaif width and length nclination and driving
sl® y i il ;
El False perception by | lowering incidence angle color Recognition ability Hirection
slgl — dispersion of False perception Recognition ability degradation —
5|2 reception intensity by dispersion of degradation by depending on the
8 reception apathetic colors with shape
5 intensity surroundings
E]
E
=le

ol Signal intensity | Signal intensity | Signal intensity -

8 — _ . . _

E Low S/N Low S/N Low S/N lowesing lowering loweing Low D/U (Recognition) Blurred Image

[13 3 b 3
Table 24. “k-4. Pedestrian” disturbance elements
@ | Pedestrian
Millimeter waves LIDAR Camera
é N N Color N . Color .
g Wearing material Posture/shape/size (contrast ratio) Shape/size material (contrast ratic) Shape/size Motion

Reflection intensity lowering Reception lowering by low
Hepending on body build andreflectance
lposture

Detection range lowering
by reflectance lowering
False perception by
dispersion of reception

Influence

eception lowering by
change of reflection area
gepending on direction, size
nd posture

Reception lowering by low
reflectance

Recognition ability

Recognition failure by
contrast lowering with
similar color of backgroundpedestrians

degradation caused by

isrecognition of distance
Hepending on the size of

Small reflection and poor
recognition for children

Misrecognition depending
on walking direction
Misrecognition depending
on walking speed

Influence on sensor principle

intensity
apathetic colors Poor recognition for
pedestrians with the heigh
of 2m and more
m
B Signal intensity Signal intensity Signal intensity -
]
§ Low S/N Low S/N lowering lowering lowering Blurred Image (Recognition) Blurred Image

4.2.1.2. Generation principle of sensor perception disturbance

The sensor can potentially experience perception disturbance when detecting objects because of the factors
discussed in the preceding section. While the principle of perception disturbance generation is different for each
sensor, they can be categorized as per the following common perspectives.

51

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.




* The sensor disturbance principles are classified into “those occurring due to perception processing”, “those
occurring due to cognitive processing” and “others”.

- The disturbances occurring because of perception processing are classified into those related to the signal
from the perception target (S) and those that hinder the signals from the perception target (noise N,
unnecessary signal U).

- List the disturbances that can occur on signals individually related to S, N and U.

The examples of categories of generation principles of perception disturbances that could occur on each sensor
based on these perspectives are as follows.

*  Generation principle of perception disturbance of millimetre-wave radar.

The perception disturbances that occur on millimetre-wave radar includes those caused by the direction of
the sensor, those occurring because of perception processing and those occurring because of cognitive
processing (Figure 61).

Perception of signals = going to principles of Perception

_| Processing Lack of points to be processed
b - ability Lack of calculating ability
ereeption Caused by - -
disturbances perception No detection(lack of objects)
on mmWave Caused by -
radar recognition Detection False detection
— Processing  (Output of reflected fundesired signal
Recognitio ability point cloud of target) of undesired signa.
1L process Processing False positive
performance
No detection
of required signal
No detection
- Detection Clusteri —
| | Processing Clustering [ | | - 1‘“?’-“% focod Unexpected distribution
erformance Tracking soup e otretied i
P Classification, points) iponicond

Misrecognition (shape. position)

Tracking Unexpected movements
(Tracking of target) (between frames)

No detection (lack of objects)

Classification -
| (dentification of Unexpected objects

target) - —
Misrecognition (class)

Figure 61. Categories of perception disturbances for millimetre-wave radar

In particular, the physical quantities that characterize the signal S in perception processing of millimetre-
wave radar are the following three: frequency, phase and strength (Figure 62).

- Frequency: Problem with the signal frequency can be cited as a disturbance originating from the
sensor itself.

- Phase: There are cases where the direction the signal is arriving from changes and cases where the
amount of propagation delay changes, and the changes in signal arrival direction are attributed to
reflection and refraction.
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- Signal strength: The conceivable situations include partial signal loss, a signal that is too strong, a
large difference in signal strengths, and the signal being too weak.

Furthermore, possible disturbances in regard to the noise N and the unnecessary signal S in perception
processing include low S/N, low D/U (ratio of strength between the necessary signal D and unnecessary
signal U) and increase of U.

- ] Abnormal signal frequency
Frequency|  oceusony with sensor fitwe

< Perception Unit>

Reflection Multipath ghost
Change of (indirect wave) | duetowal. etc

DOA

; fraction of waves due to
—| Refraction |ll\unp\:1 emblem, etc.

Change of Propagation delay due to

Signal propagation delay bumper/emblem, etc
__| from

perception

target(S)

, Partial disappearance of target signal due to
No Signal (partial) |, gpsirycsion, etc.

Ghost due to aliasing (folding of a
Aliasing | strong signal exceeding the range
— 1 of observation)
High intensity
3 Ghost due to circuit distortion.
Harmonic multiple echo of waves
B Weak signal can be buried/less accurate
Large difference of signal | gue to a adjacent strong signal

Strength

Perception
disturbances
on mmWave

Radar
(expect for Small signal can be buried/less accurate
recognition) due to phase noise in the strong signal

Low mtensity |

Signal from i
2 o - H Weak signal can be lostless
|| others(Noise.U | _ Noise (N) Low S/N | 2ccurate due to circuit noise
ndesived
signal)
Multipath phasing due to road surface, etc.
Undesired —D e ue to phase noise of
LowD/U [Decan ue fo U
signal (U) D can be buried/les te due to interference (U)

(Impact of U which cannot be discriminated from D)

Increasing of U

Lead to false detectiontarget
Undesired signal other than from

Figure 62. Generation principle of disturbance in millimetre-wave radar perception processing

Generation principle of LiDAR perception disturbance
The physical quantities that characterize the signal S in perception processing of LiDAR are the scan timing,
strength, propagation direction and velocity.

- Scan timing: The time difference because of the movement of the ego vehicle leads to positional
shifts in the overall space; moreover, the time difference caused by the movement of the perception
target leads to its positional shift.

- Strength: Phenomena include saturation, attenuation and shielding.

- Propagation direction change: There are those caused by reflection and those caused by refraction.

- Velocity: While it affects the arrival time of signals, there are no corresponding items in perception
disturbance of LiDAR.

Furthermore, the noise N and unnecessary signal U include reflection and refraction from objects other
than the perception target, in addition to DC noise, pulse-like noise and multiple reflections (Figure 63).
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Caused by perception | = refer to Diagram of Disturbances in LiDAR Perception

< Overall >
Processing Insufficient i
capability computing capability Failure to detect (loss of target)
Rccogm-tlnn Caused by Processing capability
error n recognition SUg cap Y
. . Processing performance "
LiDAR processing Detection -
Processin Clustering Detection
& o (output powmtcloud | Incorrectly detects U (undesired signal) |
performance Tracking
- from target) B
. . Classification ks Incorrect detection
Caused by perception
Caused by recognition processing dl | Fails to detect S (desired signal) |

Sensor orientation
Failure to detect

Clustering Unexpected distribution
(grouping of pontcloud) of pontcloud bemg recogmzed

Incorrect recognition (shape, position)

i o Vehicle Vehicle Tracking Unexpected recognition behavior
Sensor Vehicle orientation onentation pose (tracking of target) (between frames)
orientation Installed orientation
Failure to detect (loss of target)

i Classification re
lnlstallcgl A).(ls . - P Unexpected recognition of target
orientation misalignment (identification of target)

Incorrect recognition (type)

S attenuation (inside FOV)
Wrong direction

I Misalignment of overall spatial position |

Time difference due to movement ofego vehicle
: : Scan timing Time difference due to movement ofrecognition
< Perception Unit > N

{arget [ vasal of position of recoguition target |

Disturbances in

LiDAR Perception Samuration of S Signal saturation due to strength of received signal being too strong
e.g.. close range. retroreflective surface. etc.
Signals from g‘m ‘l“‘:“g " T Degradation in performance dug o attenuation of the received signal
. Signal strength reng y . cular
CECE] i e.g. rain. fog. adherence of rubbish. specular reflection. etc
perception target (S) Route g 2 P
B Occlusion of the target due to an obstruction
No S due to occlusion B
e.g. another vehicle. wall. efc.

Range error due to reflection
e.g.. other vehicles, wall, etc.

Occlusion

S propagation Reflecti

direction Refraction Range error, distortion of pointeloud due to refraction
Refraction N
e.g.. distortion of sensor surface. efc
5 Li .
e Listed as an element;
however. no assumed errors

Constant occuITing noise

e.g.. westering sun, white wall due to fine weather. etc.
-
Random occurring noise

Factors disturbing ™ -
the perception of N (other light souzce) or e.g.. light from another vehicle’s LIDAR. efc.
U (own light source)

target (N.U) I ) Signals received from multiple specular reflections
U factor Multiple reflections na et )
e.g.. virual image caused by a pool of water, tank truck, efc

Signals from obstructing objects

Signals (reflection) not from between it rehicl 1 the 1 -
/ Multiple reflections / e between the ego vehicle and the recognition target

Signals from
perception
target or others

Signals (reflection) not from recognition target e.g.. objects in space suchas snow. et

Signals (refraction) not from recognition target - Signals not from recognition target
Signals (reffaction) not from & & &
e e caused by refraction
(e L e.. distortion of sensor surface, efc.

Figure 63. Generation principle of disturbance at perception of LiDAR

*  Generation principle of perception disturbance at the camera
The physical quantities that characterize the signal S in perception processing of the camera are the strength,

direction/range signal change and acquisition time.

- Strength: There are cases where the signal is too weak, the signal is too strong, the difference in
signal strength is large and the signal is partially lost.

- Direction/range: There are changes caused by refraction and changes caused by reflection.

- Changes in the signal S.

- Acquisition time: The possible cases of disturbances caused by blinking of the perception target and
changes in relative positions include flickering and image blur/ deletion.
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Furthermore, the noise N and unnecessary signal U include low D/U and low S/N (Figure 64).

Camera
Outside world
Image data
o - — Perception Part 2 Recognition Part i Application
‘Optical system. image sensors, efc. Detect target, tracking. etc.
Disturbances in Perception Disturbances in Recognition
Of the lights that come through the windshield and Results differing to true value due to causes from the
camera, those that change before output. outside world or from recognition processing (other than
-Ray flare, reflection, etc. causes due to perception).
-Whiteout, blackout, flare, blurred image, etc. -Fog and shielding happens here
-Also lack of learning data, etc.

o Disturbance Examples of Disturbances
Analyze by the Refraction blur (depth of field). Position shifi,
nature of light Deformation. Vignetting
Optics arising from the

optical comy

onents

Diffraction Diffraction spike

Reflection Flare. ghos‘. double image,
reflection

Motion blur

Flicker

Rolling shutter effect

Analyze by

5 Clipped whites
amount of -
stored charge Color saturation
Crushed shadows

Crushed shadows

Random noise
Fixed pattern noise

Out of appropriate exposure
W/B mismatch
Disturbance Examples of Disturbances
_____________ -
/
| Non-detection :
. Spatial Subject difficult to see |
o orientation ] Rain, fog, snow
Featun :::“F"“" by exror @ Pl orientation Subject I~ Background & object same color
3 s S
Exiraction - Insufficient 1 assimilates to ! Rain drops on windshield
- None surroundings I
! 1
o i info 1 Cannot see subject I s.mxl,v, gbiec[ adl?ered
1 1 to windshield. wiper
1 1 blades, vehicle hidden,
Detect subject 1 - Cannot find subject | out of frame
Segmentation Characterize by eror in 1

traits
- Cannot identify  no
category

- Similar : ncorrect
category

(Deep Learning)
(from single picture)

l'-------------—\

Incorrect detection |

-Not present-> Present | Vehicle type error

-Present. albeit wrong I Mistake shadow/tar mark for white
categorization ] line

————————————— = Mistake meaning of traffic light

-Issue on ego vehicle side -White line not/incorrectly detected
-Issue on subject side -Error in optical flow

:I Posiioning f Standard position ,f .
Subject -Size error.

-horizontal position, _Refiaction
Time series processing -vertical position, -Distortion
-Stabilize (extrapolate) -orientation

Amount of change (speed,
orientation)

-Present but loses track

-Starts tracking another object Whitcout, wiper blades, etc..
perception/recognition errors

Track subject
Detect speed

-Mistakes orientation
-Mistakes speed

Figure 64. Generation principle of disturbance in camera perception
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Scenario selection through cross-checking of perception disturbance elements and generation principle

The relationship between the elements of perception disturbance at each sensor and the generation principles
can be represented in the matrixes shown in Tables 25-27. These matrixes list the perception disturbance
elements vertically and generation principles horizontally, which makes it possible to understand the elements
(= line) that can potentially cause the generation principle (= column). The several disturbance elements that
can be reported in the same column are generated by the same principle. However, from the perspective of a
system safety evaluation, it is possible to select the elements whose degree of influence on the perception

performance of each sensor and encounter probability in the market are high, as well as prioritize them as
evaluation scenarios.

When there are several elements that have the equal priority, one or several elements are selected while taking
the reproducibility of the evaluation environment of that scenario into account and evaluating the same.
Moreover, when there are disturbance elements that do not match the given sensor among the items represented
in the vertical axis because of the specifications of the ADS under evaluation (such as ODD and perception
target), exclude them and select the representative scenario among the remaining elements.
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Table 25. Perception disturbance elements and generation principle matrix of millimetre-wave radar

Perception process Recognition process Small impact.
Signal from perception target (5) Signal from others Processing Medium impact o
Phase trengtf Noise (N) Undesired signal (U) Processing ability Detection Clustering Tracking Classification Great impact
Change of DOA High intensity Low S/N Low D/U Increasing of U (Output of reflected point cloud of target) (grouping of reflected points) (tracking of target) | tsercrestinotiargen | e o
Causal Factors of Perception Disturbances Change of Low S/N Low D/U Increasing of U Lack of points to be Unexpected items.
R 9 No signal Large differnce|  Low S/N Low S/N Low S/N Low D/U Low D/U Low D/U Low D/U LowD/U |Increasing of U|Increasing of U|Increasing of U 99Ul 1ncreasing of U|Increasing of U] P False detection| No detection P
eflection propagation (attenuation at| (floating (floating processed Unexpected distribution movements | Unexpected
Refraction (partial) Aliasing Harmonic of signal (change of (attenuation in (low (change of | (road surface | (surrounding (sensorson | (sensorson | (change of | (road surface | (surrounding (sensorson | (sensors on of undesired |  of required
(indirect wave) delay the sensor objects in objects in Lack of calculating of point cloud (between objects
angle) space) retroreflection) angle) reflection) structures) other cars) ego cars) angle) reflection) structures) other cars) ego cars) signal signal
surface) space) space) ability frames)
Variabe afuse reiectance, [refracion range, = Shape, posiion eirorefection [ehange of angle, [tranemittty, [atienuation rate T [change of angle, type of sensors on [type of sensors, _[change of angle, type of sensors on [type of sensors,
shape, position  [misalignment, |range, lcoeffcent,target|coeficient, terget|coeffiecent(RCS), [change of vehicie |range, space coeffeicent(RCS), [change of veicle [coefficent, [coefficent target|coeffcent, lther vehicle, | mounting position|change of vehicle [coeffecen coeffcient, target[coeffieicen other vehicle,  [mounting position,
Classification Classification of Causal Factors eters misalignment, position, position, D shape, target [posture, road 50 shape, target [posture, road  [difuse reflectance |positon attenuation rate n [positon surounding [posture, road position position surrounding
lcombination,  [aradient, lcombination,  [aradient, space lenvironment  [aradient, environment
Items gnmen, clative posifion | misaignment, isalonment,
Vehide motion Fo vehide |Cranse of veae[cause by vehice siustion (oc oftre pressure, tc o o e o o else positive false negative - |
posture [caused by vehice situation (change of load distribution Inside a car ) o o) ) o Talse positve, fose negative = = o
[degracation of sensor surfad(a leve of fault detection ailure) o o false positve, false negative - = o
Radar el of se120" | egradation of sensar tself (a evel offaut detection faiure) o ° Talse positve, fase negative = = o
Sensor [Lowering of elecric perfoen(a evelof fault detection failure) o o Talse positve, false negative < <
status Jssenly misalignment (out o adjust](until detection o misalignment) <) 5 o) ° Tfalse positve, fase negative o =
Jwater x homogeneous ° Telse negative - -
. [water x SPOT (drop) S o Talse positive, fise negative Pzt -
] o sayegate = =
& o SPOT Gz gram) 5 s 5 o o postve, fase negtve = =
2 now x even (ex. afterBlzard) E © Tolse negative = =
5 Snow x SPOT (snow grain) S <) c ° Talse positve, fose negative o =
3 sticking objects [dry_clay/dirt  even =) o gative = s
Front surface of | | Front surface of the lry_clay/dirt x SPOT o o Talse positive, fase negative o <
the sensor sensor [wet._clay/dirt  even =) o alse negative - -
[wet_clay/dirt X SPOT ) o) Tlsg positive false negative ) =
[car washing wax x ever o ) Talse negative = =
car washing wax x SPOT S ) ale positive, false negative P <
foreign materials (bug, drop|sticing of uneven bugs on the surface ) ) alse positive, false negative o =
Joroken surface o e e ase postive, false negative =) =
(changes in = ol S ) alse positive, false negative =) =
lexchange of sensor surface {(varieblty after aming) e e alse positve, false negative =) =
510w (2 few) lowering of visibitty ° ) alse postive, alse negative - -
Snow (a ot/ Blizard) _[ood visiiity =) o e o o alse postive, false negative = =
now (icked up) Jprtally low visbity <) o) ° ) ° alse postive, false negative = =
an (a few) lowering of visbilty 5 © c alse posive, false negative = =
[in (2 1ot) Joad visitilty ) c e e ° alse postive, false negative -
ran (vicked up) [partill low visibity =) © o o e alse postive, false negative - -
Spatial obstacles [sand (a few) lowering of visiblty ) Talse negative < <
Propagation of and (2 lot) ood visiilty ) Talse negative = =
radio wave in Space [sand (cicked up) [artill low Viibity ) S o) e e Talse positive, faise negative - -
space [fog @ Itie) lowering of visiblty o Talse negative = =
fog (dense) oad visiilty ° Tolse negative = =
others [oating of inds of seeds o) o) G c Tlse positive false negative = =
g5 (foating) [Swarming over ) e e e e Tfalse positve, flse negative - -
rect x other vehicle _[other vehicle — ego vehicle e e o o Tfalse positve, fase negative = =
Racio wave ana [diret nfrastructure ___[orbis, etc
light in space irect x nature the sun, etc
ego of other sensors on the ego vehicle e e alse positive, alse negative - -
rising sope =) o o ° o se positve, fase negative pte) o
shape [Gescending siope =) o ° o o se positve, fise negative <o <o
road with cant =) o o) ° ° se positve, flse negative <o <o
Jpuddie diference of reflectance ¥ concave region o S ) ) aise positve,false negative =0 =)
ced road diference of reflectance + ess bumps © © se positve, flse negative =) —o
Road conditon  [fxed road ineally, after fixing of convex region o ) se positive, fase negative =) o
ot o ane markers 6 6 ) ) alse positive, false negative =) o
" [accumutated snow ference of reffectance + 2 lot bumps o e ° o se positve, fase negative <o <o
< Road surface| [asphat ult, less bumps © © e positive, false negative o) e}
g concrete erence of reflectance, middle evelof bumps ) ) se positve, flse negative <o <o
5 allst erence of rflectance, ot of bumps C o) o) o) alse positive, false negative =) =)
£ sand erence of rflectance, ot of bumps ) ) e e se positve,flse negative =) =)
5 Material [thin Tayer [difference of bumps A o ) se positive, false negative —o =0
of stone pavement erence of reflectance, ot of bumps 6 e o o alse positve, false negative <o <o
£ e erence of refiectance. SP0 © c e bostveYaaTagatia =) =)
g foint (metal) erence of reflectance, SPOT : S S elpsteahamegatel = =)
g ot (asphalt) erence of reflectance, SPOT o) o) o 5¢ positive, false negative =) =)
HIE: crash barrer 5 <) <) ) S ) © ) se postive, fase negative =) =
2 foulding ° =) =) ) o) ) e o) se positive, fase negative =) =
g [idge rail ° e o ° ° se positve, fase negative o <
B [road signage board ) ) ) ) [e) [e) e positive, false negative re) =
E Inoise barrer e =) <) o o o o se positve, fise negative <o -
g Reflction [rubber pole A c c se positv, false negative o =
& | Roadside [rope. 5] ) alse positive, false negative =) =
object lboard & [s) [s) °© °© ) ) /5@ positive, false negative <o =
roadside trees a e e se positve,fose negative =) =
low trees o o se positve,fase negative <o -
s ° o ase postive, false negative <o -
luiding o Talse negative - P 1
screen wail ) Talse negative
others e Tolse negative = =
oridge o ) G o) alse positive, false negative ) =)
tunnel ° o) o) e ase positive, false negative o o
ouiding o e o ° se positve, fase negative <o <o
Reflection road signage board ° o o se positve, faise negative <o <o
Overhead mirror o) o ° se positve, flse negative <o P
object [board < o ) ) ise positive, false negative —o —o
affc Tght ) c © © se positve, false negative =) —o
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Table 26. Perception disturbance elements and generation principle matrix of LIDAR

Perception Error Recognition Error
Signals from recognition target (S) Signals not from recognition target (N.U) Processing performance
Processing capability
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Variation of axial deviation (inside adjustment range) A A A A (@) (@) misdetected/undetected = =
installation axial deviation (outside adjustment range) O o A (6] o A (@) (@) misdetected/undetected < —
5 Sensor Failure of degradation of sensor surface © ] undetected = =
4 sensor itself degradation of sensor itself (electronic components) JAN (@) undetected < <
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characeristics sensor surface damage (distortion) A © A © (@) undetected | = =
uphill o B < -
Shape downbhill
N road cant e} = — —
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Table 27. Perception disturbance elements and generation principle matrix of the camera (element: vehicle/sensor, surrounding environment)

Perception part

Recognition part
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Table 29. Perception disturbance elements and generation principle matrix of the camera (element: perception target — moving object)
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The following are examples of scenarios selected as the perception disturbance representative scenarios of the
millimetre-wave radar, LiDAR, as well as the camera by taking the degree of influence on the sensor perception
performance and encounter probability as per the abovementioned conception (Figures 61, 62 and 63).

As an example, Fig. 61 shows one of the scenarios selected by the abovementioned conception. The scenario
illustration should include the following elements: See ANNEX for details.

v Outline explanation of the scenario
v"lllustration of the recognition target, surrounding environment, own vehicle / sensor status in the scenario

v' List of parameter items and ranges

Large difference of signals
(recognition target)

» Evaluation 1s conducted using a recognition target with a strong reflection and a recognition target with a weak

reflection Outline explanation
» Evaluation is conducted with the recognition target having a relative speed to the ego vehicle in the direction of H

approach of the scenario
» Evaluation 1s done by varying the positional relationship of the vehicles or motorcycles, etc. (the recognition target )

Displaying the
S ] situation of recognition
L target1 H
g targets, surrounding
T R environments and ego
Relative velocity vehicle/sensor in this
scenario
Parameter ltem Range Explanation
Distance ¢ ton taraet Variabl Min to max detectable | Validate by varying the distance between the min and
istance fo recogmition fargets anable range max detectable distance of the sensor
Angle to recognition targets Variable Within FOV Validate by varying the angles within the radar FOV/
Number of recognition targets Fixed P Decide ona x_cccg_'uirion target with a weak and one with
= = strong reflection (1 each)y
Relative velocity to tecogtition tasgets |  Fixed Min to ",‘Z;‘:l““'“"'i “alidate within the radars tin and max detectable speed
S|
Type and combination of recognition Fixed Vehicle, motorceyele, R ive traffic parti /one with high
targets } pedestrian reflectivity and one with low
\
. List of parameters and ranges

Figure 65. Example of recognition disturbance evaluation scenario explanatory diagram

4.2.1.3. Evaluation of Perception Disturbance Combination

It is possible for multiple elements of perception disturbance to occur in one sensor at once. When these several
elements strengthen the influence on the perception performance of each other, a perception performance
evaluation that combines these elements becomes necessary. Whether the elements strengthen each other must
be considered based on the generation principles of perception disturbance; the influence must be determined
as per the principles among different columns in the matrixes from the preceding section. The principles that
weaken or do not influence each other as per the result of verification are excluded from the combination
evaluation (Figure 66).
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Factors for Perception Principles for perception  Scenarios to be
disturbances disturbances evaluated

Factor A
Factor B |
Factor C

pri nCiP|e ® Choosing a representative
Principle @ S

| Principle @

Principles that strengthen
the impact = Subject to

Factor D combination evaluation

Principle @

Principle @

® | iimpact=Not subject to

- : combination evaluation !
e o,  eE R e PR

 Factor E

Factor F |
| Factor G

Principle

i
LT

Principle @

Figure 66. Perception disturbance generation principles that are the subjects of combination evaluation

4.2.1.4. Perception disturbance evaluation of automatic driving system equipped with several sensors

Commonly, ADS construct sensor fusion systems that combine several sensors. When evaluating the perception
performance of the system as a whole, a unified scenario based on the sensor composition that gathers the
evaluation scenarios of each individual sensor selected through the aforementioned process is used, and the
system as a whole under each disturbance condition is evaluated.
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4.2.2. Blind Spot Scenarios

The premise of the aforementioned (Chapter 3.1) traffic disturbance scenario structure is that the surrounding
vehicles are detectable. However, in an actual traffic environment, certain surrounding vehicles or road
components can sometime cover other surrounding vehicles (hereafter referred to as peripheral vehicles).
Therefore, it is necessary to consider safety-related scenarios that include the peripheral vehicles in blind spots
and integrate them into the safety analysis.

The blind spot scenarios are classified into three sub-categories, namely, the peripheral vehicles, the road
structure and the road shape (Figure 67).

/ Blind spot /

| }
[ Peripheral vehicle ] [ Road structure J [ Road shape J

Surrounding Blind spot Blind spot
vehicle ’—@q/..;/ ﬁ
Ego vehicle

” Ego vehicle

Figure 67. Perception disturbance categories related to blind spot
4.2.2.1 Blind spot scenarios caused by peripheral vehicles

Sixteen new position definitions were added to the eight surrounding vehicle positions to date defined to
structure the blind spot scenarios caused by the peripheral vehicles (Figure 68). Beware that each peripheral
vehicle can create blind spots that affect other peripheral vehicles, in additon to the vehicle immediately behind
it. This is particularly true when the blind spot area and the positions of the vehicles inside that area change,
e.g., when the ego vehicle and the surrounding vehicles are driving on a curve.

To elucidate this dynamic phenomenon, an additional figure and explanation are presented as follows. Figure
69 shows the process to explain the blind spots of peripheral vehicles derived as the combination of the ego
vehicle, curvature of the roads in the same lane, and the peripheral vehicles. Similarly, Figure 70 and Figure 71
show the blind spots related to the peripheral vehicles at lateral or diagonal positions to the ego vehicle.
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Figure 68. Vehicle positions applied to define the peripheral vehicles-related blind spot scenarios

Figure 67 shows the blind spot positions that are generated when the peripheral vehicle is at postion 1. In the
figure, a picture of a truck is used to make it more understandable. The only blind spot position generated by
the truck on a straight road is position 9. However, when both the ego vehicle and the truck pass the right curve,
the position of the truck in relation to the ego vehicle changes and blind spots are generated at vehicle positions
6, 9, 13, 20 and 21. Similarly, for the left curve, the vehicles at positions 3, 9, 11, 15 and 16 could be hidden by
the truck. Therefore, nine total blind spots positions (3, 6, 9, 11, 13, 15, 16, 20 and 21) are added, and they can
potentially lead to risky operations. There are positions that are in inclusion relation among the nine blind spot
positions. For instance, at the right curve, a lane change at blind spot position 20 is a movement toward blind
spot position 13. Blind spot position 13 is closer to the ego vehicle than blind spot position 20; it is a more
difficult condition that has a shorter amount of time for reaction. Thus, by performing a safety evalution on
blind spot position 13, the dangerous motions of blind spot position 20 can be included. Following the same
theory, the blind spot positions 15, 16 and 21 can be removed from the final list of blind spot positions. Therefore,
the blind spot positions induced by the vehicle on the position 1 that are considered in the safety analysis in the
end are reduced to five (3, 6, 9, 11 and 13). These five positions are summarized in the simplified rectangular
diagram in Figure 69.

Considering road curvature Simplified diagram
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Figure 69. Blind spot positions generated by the peripheral vehicle at front position 1

Figure 70 shows every blind spot position generated by the truck on peripheral vehicle position 4. On straight
roads, five blind spot positions (3, 5, 16, 17 and 18) can be extracted from the truck. When both the ego vehicle
and the truck pass a right curve, the number of blind spots increases to 11 peripheral vehicle positions (1, 2, 3,
5,6, 8, 16, 17, 18, 21 and 23). At a left curve, the vehicles at these three positions (16, 17 and 18) can become
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hidden. In this case, a reduction in the blind spot positions to be considered in the safety analysis is performed,
e.g. if the vehicle at position 6 changes lanes to the next one on its right, it moves to the same position as position
1. Thus, when performing a safety analysis, the vehicle at position 1 covers the operations of the vehicle at
position 6 following the principle of the most diffiuclt scenario. The same theory can be applied to the vehicles
changing lanes to the next one on the right from positions 21, 8 and 23. Deceleration by the vehicle at position
6 has a requirement such that the simultaneous lane change to the next one on the left by the ego vehicle and
the vehicle at the position 1. Thus, the vehicle at position 6 can be replaced by the vehicle at position 1. Similarly,
acceleration by the vehicle at location 8 is less important than the simultaneous lane change by the ego vehicle
and vehcle 2. Furthermore, the cut-in scenarios by vehicles 16, 17 and 18 are excluded from the analysis because
vehicle e4 is next to the ego vehicle, which prevents the ego vehicle from changing lanes. Therefore, the number
of blind spot positions generated by the vehicle on postion 4 considered in the safety analysis in the end is
reduced to four (1, 2, 3 and 5), and these are summarized in the simplified diagram on the right of Figure 70.

Considering road curvature Simplified diagram
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Figure 70. Blind spot positions generated by the peripheral vehicle at lateral position 4

Figure 71 shows every blind spot position generated by the truck on the peripheral vehicle position 3 that are
diagonal to the ego vehicle. On a straight road, the truck can generate three blind spot positions (11, 15 and 16).
When both the ego vehicle and the truck pass a right curve, the blind spots increase to nine peripheral vehicle
positions (1, 6, 9, 11, 13, 15, 16, 20 and 21). On a left curve, positions 15 and 16 become blind spots. As was
with the preveious case shown in Figure 70, the cut-in scenarios by the vehicles at positions 6, 13, 20 and 21
can be replaced by more difficult scenarios of the vehicles on positions 9 and 11. Moreover, the deceleration
scenarios of vehicles 6 and 13 can be replaced by the motions of simultaneous lane change to the left by the ego
vehicle and vehicle 9. Lastly, the number of blind spot positions generated by the vehicle at diagonal position 3
considered in the safety analysis is reduced to five positions (1, 9, 11, 15 and 16). These are shown in the
simplified rectanglar diagram on the right of Figure 72.
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Considering road curvature Simplified diagram
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Figure 71. Blind spot positions generated by the peripheral vehicle at position 4

By applying the principles of analogy and symmetry to the three cases shown in Figures 67—69, all the positions
considered in the safety analysis can be summarized in a single diagram (Figure 72).

I. Ego \:‘ Surrounding D Blind-spot Blind spot area |

Figure 72. Diagram of all the blind spot positions generated by the peripheral vehicles considered in the
safety analysis

The possible blind spot-generating vehicle motions are classified into cut-in, cut-out, acceleration, deceleration
and synchronization. The reduction in the number of combinations to be considered in the safety analysis is
performed by focusing on the motions of blind spot vehicles that can potentially hinder the behaviour of the ego
vehicle (Figure 73). For instance, all the deceleration operations of the vehicles that are in the blind spots behind
the ego vehicle (2, 5, 8, 10, 12, 14, 18, 19, 23 and 24) are excluded because they do not pose a danger to the ego
vehicle. Moreover, the synchronization between the ego vehicle and the blind spot vehicles does not pose a
danger to the ego vehicle. The circles in the figure indicate the corresponding combinations of the positions of
blind spot vehicles and their motions that can potentially hinder the ego vehicle; thus, it is necessary to consider
these in the safety analysis.
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Figure 73. Positions of blind spot vehicles (left) and the combinations of the positions of blind spot
vehicles and the motions that can potentially hinder the ego vehicle (right)

Because of the systemization process discussed to date, a structure that contains all the blind spot scenarios that
involve surrounding vehicles (road geometry, ego vehicle behaviour, blind spot vehicle motions and
combinations of peripheral vehicle motions) has been defined. This structure comprises a matrix that contains
64 total possible combinations, of which 42 correspond with realizable scenarios in an actual traffic flow (Figure
74).
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Figure 74. Perception disturbance scenarios related to blind spots generated by surrounding vehicles

4.2.2.2. Blind spot scenarios generated by road structures

The blind spot scenarios related to road structures are defined by considering the road structure positions and
the relative motion patterns between the ego vehicle and blind spot vehicles. Generally, these blocking elements
exist inside the road structures, and are classified into inner barriers and outer walls according to the types and
positions of road structures (Figure 75).
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Figure 75. Categories of blind spot scenarios generated by road structures

4.2.2.2.1. Blind spot scenarios generated by inner barriers

As shown in Figure 76, the vehicle behind the structure (vehicle 1) cannot be perceived when the ego vehicle is
reaching toward of the structure; it can be regarded as a blind spot vehicle. The situation is the same when the
ego vehicle is in front of the structure, and the blind spot vehicles are at the back (vehicle 3) and at the front
(vehicle 4). The vehicle at the centre of the structure is not considered to affect the safety. This is because the
vehicle next to the blind spot cannot reach the lane of the ego vehicle because of the structure. However, if the
blind spot vehicle is diagonally positioned behind the ego vehicle (vehicle 2), there is a safety concern in case
it appears immediately after the end of the structure.
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Figure 76. Definitions of blind spots related to inner barrier

Figure 77 summarizes, using a matrix, the blind spot recognition limit scenarios that are associated with inner
barriers. The four blind spots mentioned above in the matrix (the ego vehicle is represented by the blue square
and the blind spot vehicle is positioned in the dark grey area) are combined with the five possible operations
that the wvehicle in these blind spot areas can perform (cut-in, cut-out, acceleration, deceleration, and
synchronization). The resulting matrix has 20 possible combinations, not all of which are safely related. In an
inner barrier scenario, e.g., as the ego vehicle and the blind spot vehicle are in different lanes, this does not pose
any danger. Furthermore, when the vehicles travel in parallel at the same speed with the inner barrier in between
them, the ego vehicle and the blind spot vehicle cannot make contact with each other. Therefore, we can exclude
all cut-out and synchronization scenarios. The safety analysis, therefore, incorporates a total of five inner barrier
blind spot scenarios (marked with a circle in Figure 77).
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Figure 77. Blind spot-related recognition limitation scenarios due to inner barriers

4.2.2.2.2. Blind spot scenario due to outer barriers

Road structures, such as outer barriers, can create blind spots on curves. Figure 78 demonstrates that the outer
barrier may become a blind spot for the front and rear vehicles depending on the curve angle. A vehicle, therefore,
located in either the front lane or the rear lane (1, 2, 3, 5, 6, 8) of the ego vehicle may become a blind spot
vehicle.
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Figure 78. Definition of blind spots related to position and outer barrier

Figure 79 shows the movement of a blind spot vehicle in a situation in which it might interfere with the ego
vehicle. Blind spot vehicle movements comprise cut-in, cut-out, acceleration, deceleration, and synchronization
movements. The target pattern is one in which a blind spot vehicle enters the lane of the ego vehicle. However,
scenarios where vehicles do not approach each other or when safety concerns are not raised such as when both
the ego vehicle and the blind spot vehicle are running parallel (Sync) to each other on either side of the barrier
are not covered in this scenario.
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Figure 79. Scenario in which blind spot-related recognition is limited due to partial barrier

4.2.2.3 Blind spot scenarios by road shape

Blind spot scenarios based on the road shape are defined as per the features of the road shape and the traffic
patterns of the ego vehicle and the blind spot vehicle. Blind spots based on the shape of the road are created by
height differences along the same road. We can characterize these particular road shapes as vertical curve and
parallel slope shapes (Figure 80).
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Figure 80. Blind spot scenario classifications based on road shape
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4.2.2.3.1 Vertical curve scenario

The blind spot areas may occur in the front or rear when the road shape is that of a vertical curve (Fig.81). The
vertical road gradient shortens the viewing distance of the vehicle. A potentially dangerous traffic pattern is
created by the combination of the position and movement of surrounding vehicles (1, 2, 3, 5, 6 and 8) and the
movement of the ego vehicle itself.
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Figure 81. Cognitive dysfunction related to blind spots caused by vertical curve

42232 Gradient scenario for adjacent lane

A blind spot is created by the height difference because of the slope of the adjacent lane. These can be reported
in junctions and branch roads. The blind spot caused by the combination of the particular road shape and the
movement of the vehicle. A potentially dangerous traffic pattern is created by the position and movement of the
vehicle hidden in the blind spot. These patterns can be classified into four groups: obscured vehicle cut-in (1),
cut-out (2), acceleration (3), and synchronization with ego vehicle (4). This creates a matrix of 20 scenarios.
We shall incorporate five of these scenarios into the safety analysis (Figure 82).
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Figure 82. Parallel slope blind spot related cognitive disturbance scenarios

4.2.3. Communication disturbance scenario

Communication disturbance scenarios are defined based on the connectivity-related characteristics in the three
categories of sensors, environment, and transmitter (Fig. 83).
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Figure 83. Classification of cognitive limits related to communication disturbances
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4.2.3.1. Sensor type

Sensor-related communication disturbances are classified into the effects of digital map factors and the effects
of V2X (Vehicle-to-everything) factors, as shown by Fig. 84.

Digital maps are used to support or implement positioning and navigation assistance, in addition to other
capabilities required for ADAS / AD. Moreover, we can combine digital maps with perceptual sensors to
increase the reliability of cognitive systems.

V2X allows vehicles to communicate with other vehicles, road infrastructure, pedestrians, and servers. The
situation surrounding the vehicle is communicated to V2X in advance, which gives it an advantage, particularly
in bad weather and complex traffic environments.

/ Sensor /

| |
Digital Map V2X

Figure 84. Classification of cognitive limits associated with sensor communication disturbances

If the map data is not correctly collected because of a flaw in the algorithm or incorrect data collection timing
(such as temporary lane closure and road curvature change), a digital map-related communication disturbance
may occur. The result of this is that obsolete data are collected. Poor fusion behaviour of the sensor affects,
however, affects both the digital map and V2X. This may happen, for example, if the digital map, V2X and
other sensors generate different information.

4.2.3.2 Environment type

Environment-related communication disturbances are shown in Figure 85. As seen from the figure, such
disturbances comprise static entities, spatial entities, and dynamic entities. These interfere with communication
and positioning signals. These can create blind spots and negatively affect the transmission of digital map and
V2X signals.
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Figure 85. Classification of cognitive limits associated with environmental disturbances

Static entity factors include those related to roadside objects (such as buildings, trees, and tunnels), bridging
structures (such as overpasses), and underground objects (such as parking lots). Connectivity failures may be
caused by aspects of the surrounding environment of the vehicle (such as signal interference, rain and fog

attenuation). Dynamic entities include such factors as surrounding vehicles, motorcycles, and pedestrians.

4.2.3.3. Transmitter classification

Transmitter-related communication disturbances shown in Figure 86. These can be classified into those caused
by other vehicles, infrastructure, pedestrians, servers, and satellites. V2X messages may become unavailable or
unreliable because of transmitter errors, while satellite errors can cause GNSS signals to be lost or overlooked.
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Figure 86. Classification of cognitive limits related to transmitter communication disturbances
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4.3. Vehicle motion disturbance scenarios

In this section, we will explain our thinking regarding the setting of the system and standards for vehicle motion
disturbance scenarios with the aim of ensuring the safety of AD. In vehicle motion disturbance, a safe state is
one in which “an accident does not occur even if the vehicle motion changes due to a sudden disturbance.” The
two types of effects on vehicle movement are factors that exert an external force on the vehicle body and affect
lateral/front-back and unidirectional movement, in addition to factors that cause the tyre generation force to
fluctuate and affect the lateral/front/rear/up/down and yaw direction of the vehicle (Fig. 87). Therefore, vehicle
motion disturbance scenarios can be classified into vehicle body inputs and tyre inputs (Fig. 88).
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Figure 87. External physical forces considered in the definition of vehicle motion disturbance scenarios
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Figure 88. Vehicle motion disturbance scenario system

4.3.1. Classification of vehicle body input

There are two classes of factors that affect the vehicle body, namely, road shapes and natural phenomena (Fig.
89).

The road shape comprises a one-sided slope, a longitudinal slope, or a curvature of a curved portion. Natural
phenomena, however, comprised naturally occurring crosswinds, tailwinds, and headwinds.

These are elements that act directly on the vehicle body and affect the lateral, front-back, or yaw directions.
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4.3.1.1 Road shape

The road shape (curvature and slope of the road surface) causes the direction of gravity acting on the vehicle to
change e.g., a lateral force is generated by the component of gravity on a curve as it is a one-sided slope of the
road; this may increase the risk of the vehicle deviating from the lane. Similarly, in an uphill scenario, a
backward force (forward on a downhill) may be generated. This in turn may increase the risk of collision with

Figure 89. Scenario system for vehicle body input

other vehicles because speed fluctuations are induced (Fig. 90).
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Figure 90. Road shape classification
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4.3.1.2 Natural phenomena

Lateral and front-rear forces can be generated by naturally generated gusts and strong winds. These act to push
the vehicle body, and, may, in some cases, cause deviation from the lane and vehicle speed fluctuations, which
in turn can increase the risk of colliding with other vehicles (Fig. 91).

Danger of lane departure Danger of ?peed
fluctuation

=B
Figure 91. Classification of natural phenomena

4.3.2. Classification of tyre inputs

Tyres are affected by such factors as road surface conditions and tyre conditions. A road surface that directly
affects the tyres can be classified as a road surface condition, e.g., uneven surfaces or wet surfaces can cause
the coefficient of friction between the road surface and the tyres to change. This reduces the grip of the tyres
and in some cases this will affect vehicle stability. Tyre condition refers to sudden changes because of punctures,
bursts, and tyre wear that significantly change the tyre’s characteristics (Fig. 92). The instability this causes may
lead you to lose control of the vehicle, resulting in a potentially dangerous situation.
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Figure 92. Scenario system for tyre input
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4.3.2.1 Road surface condition

The tyre stress changes depending on the road surface shape input to the tyre, in addition to changes in the road
surface. For example, when an external force causes the road surface friction to change as a result of unevenness,
such as road surface shape or rain, the tyre stress changes, in addition to the direction of the vehicle. Furthermore,
in some cases, there is a risk of collision with another vehicle because of deviation from the lane or vehicle
speed fluctuation. The road surface condition, therefore, can be classified into the coefficient of friction and
external force (Fig. 93).
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Figure 93. Classification of road surface conditions

The coefficient of friction between the tyres and the road are affected by such road surface factors as wet roads,
icy roads, snowy roads, and partial gravel, e.g., a reduction in the coefficient of friction may be triggered by a
sudden move from a dry road to a wet road (Figure 94, left).

This reduction can cause the vehicle to become unstable. External forces that may affect the road surface include
potholes, protrusions, and striations. For example, when a vehicle crosses a step or protrusion on the road, a
sudden diagonal-upward force is applied to the tyre (upper right) (upper right in Fig. 94). This in turn causes
the direction of the vehicle to change. This change in movement can cause the vehicle to deviate from the
planned trajectory and lead to a collision.
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Figure 94. Vehicle motion disturbances related to road surface conditions due to changes in friction
coefficient (left) and external force of tyres (right)

4.3.2.2 Tyre condition

The tyre condition fluctuates and this fluctuation affects the tyre characteristics. This may be attributed to tyre
wear, punctures, and bursts (Fig. 95). These reduce tyre strength and, in some cases, may lead to collisions with
other vehicles because of the vehicle deviating from the lane or vehicle speed fluctuations.

Figure 95. Vehicle motion disturbance related to tyre conditions due to bursting

4.3.3. Predictable vehicle motion disturbance safety approach

This chapter describes two general assumptions. Following this, we elaborate a technical safety
approach to predictable vehicle motion disturbances.
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4.3.3.1 Assumptions

The first assumption is a common sense one regarding road design, road maintenance and management, as well
as road environmental conditions used by vehicles. This assumption states that roads are constructed, constantly
maintained, and managed by responsible public or private institutions and that this is done in line with basic
principles such as legality, ethics and engineering. Most countries have road structure ordinances. These design
the shape of roads in a way that enable all persons (regardless of age such as driving skills and reflexes) with a
license to drive safely. For example, in Japan, given a pre-designed speed limit of 100 km/h, a curved radius is
specified on which the lateral acceleration of the vehicle below 0.11 G can be maintained even on wet roads.
The design road speed limit is lowered when constructing roads for which acceleration cannot be maintained
under these conditions (such as due to space availability). Similarly, mechanisms for quickly detecting surface
deterioration such as those caused by a reduction in slip friction because of frozen roads or the presence of
cracks, ridges, or potholes on the road surface. Another example of this is when the natural environment such
as rain and wind must be within the driving range determined to be safe on the road management side. For
example, in case of a disaster-level storm, road managers need to take measures such as imposing speed limits
or making road closures, and drivers must follow their instructions. This is also the case for self-driving vehicles.

This means safety may be compromised by a failure to comply with road design, road maintenance and
management, or road environmental, regardless of whether the vehicle is automated or not. Therefore, it is
unacceptable for the road surface to be deteriorated or to have inadequate maintenance. Such scenarios are
classified as unpreventable for the purpose of the AD Safety Assurance Engineering Framework methodology.

The second assumption relates to common sense on the responsibilities of AD system operators. The AD system
is responsible while driving is in progress; however, the driver may not have conducted proper maintenance
(e.g., excessive tyre wear may be below legal technical inspection standards, air pressure drop below the tyre
manufacturer’s recommended air pressure, flat tyres) or may have a puncture before operating the vehicle. If
the operator is aware that the vehicle is in a state where the default vehicle performance cannot be achieved
(e.g., temper tyres installed, studless tyre / chain installed), it is considered to be their responsibility. If the
system is operated in this state, it may not be possible to avoid collisions.

4.3.3.2 Engineering safety approach to vehicle motion disturbance

We shall introduce a technical safety approach to predictable vehicle motion disturbances based on the
assumptions in the previous chapter. Current standards, as mentioned earlier in Figure 2, specifically consider
collision avoidance strategies in predictable and avoidable scenarios and collision mitigation strategies in visible
and unavoidable scenarios. Therefore, if the vehicle motion disturbance causes the behaviour of the vehicle to
change within a range of conditions that can be temporarily avoided, the AD vehicle is required to have to the
ability to control and stabilize the vehicle without interrupting the running of the vehicle. However, if
unavoidable instability is caused by these disturbances, AD vehicles need to apply a “best effort” strategy to
mitigate possible collisions. This must be done without interrupting the running of the vehicle.

Figure 96 shows specific examples of this safety approach to predictable vehicle motion disturbances. The top
half of the figure shows an example in which, to meet avoidable conditions on a wet road, an AD vehicle faces
a sharp decrease in slip friction. In this state, it must be possible to control the vehicle safely without interrupting
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travel. However, in the bottom half of the figure, an extreme reduction in slip friction, resulting in unavoidable
pre-defined vehicle conditions (e.g., maximum deceleration) is caused when an AD vehicle with summer tyres
encounters a frozen road. Therefore, the safety approach to vehicle motion disturbance is based on a clear
definition of the principles of vehicle motion engineering as related to the definition of vehicle controllable and
uncontrollable conditions. These can be defined as follows:

Driving in the preventable area (e.g. sudden wet road )

@)= @)y = )

Wet road

Driving in an unpreventable area (Best effort/mitigation example: sudden icy road with
summer tires)

E)=— @ = ~» »@E)——

deceleration !

Frozen road Directional

stability !

Figure 96. Safe approach to avoidable (upper) and unavoidable (lower) vehicle motion disturbances

Two mechanical indicators determine the relationship between the principles of vehicle motion and avoidance
conditions. The first of these indicators is the acting force of the vehicle. This is determined by the force exerted
by the vehicle as it travels. There are also one or more vehicle motion disturbance factors (e.qg., road shape, wind,
road surface, tyre-related conditions); this is defined as the sum of the triggered forces. The second indicator is
the adhesive utilization rate € between the road surface and the tyre. Figure 97 shows the four areas where the
vehicle may operate based on adhesive utilization rate €. These areas are classified as the area used during
normal operation (¢30% or less), the area normally used by AD vehicles for emergency avoidance (¢€30%—75%),
the area of limit of ABS operation (¢€75%-100%), and the area beyond limit, where tyre grip does not work
(¢100% or more). Only when the force of action (indicated by the blue arrow) resulting from driving, including
various vehicle motion disturbances, is <75% adhesive utilization, does motion control become physically
possible. The collision avoidance strategy can be secured in this scenario. There are scenarios where motion
control cannot be performed if the force of action is >75%. In such cases, it is necessary to adopt a collision
mitigation strategy.
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Applied force (force by | Evaluation
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AD emergency
avoidance Normal service Adhesion utilization ADS
area rate of 30% or less
P Normal area Adhesion utilization ADS
Limit area
AD emergency rate of 75% or less
avoidance
Limit to super Adhesion utilization ADS
Adhesion limit range rate of 75% or more (+ABS/ESC)
utilization
rate Leftand
right Adhesion utilization rate: Ratio of acting force to maximum
friction force
Outside
Super limit

(Sliding area)

Acting force vector

Figure 97. Concept diagram showing the vehicle action force and cohesive usage rate defining the
vehicle movement disturbance safety approach

4.3.3.3 Scope of controllable vehicle movement

Vehicle movement disturbances may dynamically change the force in relation to the vehicle and then turn it
into areas in which it is difficult to control vehicle movement. Figure 98, with the action force and friction
coefficients as axes, shows areas in which vehicle movement can be controlled in all environments and areas
where control of vehicle movement is difficult. Here, the slip friction coefficient for a paved road is 0.5-1.0
when dry, 0.3-0.9 when wet, and 0.1-0.2 when frozen. Therefore, it is necessary to develop and test an AD
vehicle movement strategy, in which the force caused by the vehicle disturbance always falls within the
movement controllable area (triangular green area in the bottom right of the figure).

NOTE: The slip coefficient of friction value is the value when locked normally. According to
Development of a real time friction estimation procedure, Gerd MullerS. Miller, 2017, the slip friction
coefficient when driving in the rain is approximately 0.6.
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Figure 98. Controllable range of vehicle movement
4.3.3.4 Controllable vehicle movement in relation to vehicle body input road shape disturbance

The road shape with difficult conditions in terms of vehicle movement is the curve radius. According to the
Japan Road Ordinance, a minimum diameter is determined for the curved sections of roads such that driving
can be performed in a stable manner. Furthermore, in terms of the minimum curve radius, the power laterally
working, such as the centrifugal force applied to the automobile, must not exceed the force applied by the friction
of the tyres and road, and is determined in consideration of a balance between the centrifugal force working on
the vehicle occupants as well as the comfort in riding the vehicle. To quote this road ordinance, the minimum
value for the curve radius at a design velocity of 100 km/h is 460 m (in case of temporary measures, 380 m).
Here, the relational formula for the velocity, curve radius, banking, and lateral slip friction coefficient for
stability in relation to lateral slip is as follows. The curve radius can be obtained from the relationship between
the design velocity, lateral slip friction coefficient, and banking.

Z=Ggv2 - - - formula (1)
Here,
Z : Centrifugal force(N)
v : Automobile velocity (m/s)
g : Gravitational acceleration(=9.81m/s"2)
G : Total weight of vehicle(N)
f : Road and tyre friction coefficient in relation to lateral slip\
i : Road banking (=tan a)
R : Curve radius (m)

Here, the conditions for lateral slip to not occur are

84

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.



<

Zcosa Gsina f(Zsino + Gcosa) = = formula (2)

With formula development, replacing formula (2) with formula (1)

2
- _v
= 127(i+f)

= formula (3)

The road and tyre friction coefficient f( = lateral acceleration) in relation to lateral slip based on formula (3) is

f=V2R*127 - i + = formula (4)

were if design velocity V = 100(km/h), road banking i = 6(%) and curve radius R = 463(m), f = 0.11. In other
words, on Japanese motorways, this indicates that it is a structure in which you can drive with a lateral
acceleration of 0.11 G (velocity: 100 km/h). Moreover, the speed limit may be lowered and set in case the road
shape does not meet the conditions at 100 km/h. Therefore, when travelling on a motorway within Japan, it is
necessary to have a cohesive force equivalent to a maximum lateral acceleration of 0.11 G. Figure 99 shows a
line at 0.11 G as the maximum value for road shape disturbance required for normal driving, and shows that the
action force used for disturbance other than road shape is, for example, 0.45 G (=0.56 G — 0.11 G) for dry roads
and 0.12 G for wet roads. For vehicle movement disturbances, it is constantly necessary to consider the road
shape for normal driving, and the total of the action force when combined with other disturbance elements must
be kept within the controllable area of driving.

A

1.0 ,
_ Motion control difficult area
N | S
E — E \ﬁ“§ R

AN
ﬁ' 9 0‘75 \@\ 3
o | O SERR
by oo e !
©v Natiing®
o £ .oo?\@\\“
2 k3] N
< < wele
g 0.
> Necessary ‘@5&\‘
lateral S
acceleration > | 0.12G6
100 |-»0.11 -
0 0 |* Motion controllable area
0 0.3 0.75 1.0
(wet) (Dry)

Coefficient of friction [-]

Figure 99. Relationship between friction coefficient and action force in relation to road shape

Moreover, as the elements of vehicle disturbance do not necessarily occur singly, it is necessary to consider
combinations with other elements. In an actual environment, for example, there may be situations where there
is a crosswind blowing while driving on a curve in the rain. Whether the road is dry, wet, or snowy can be
expressed by the friction coefficient, and the road surface and natural phenomena (e.g. crosswind) and external
force (unevenness) of tyres can be expressed as an action force. Moreover, in case of punctures, this can be
expressed as a state in which the cohesive usage rate of 100% cannot be realized (Figure 100). In other words,
as in the diagram, it is necessary to combine the elements for vehicle movement disturbances.
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Figure 100. Relationship between combinations of elements in vehicle movement disturbance

4.3.3.5 Controllability of vehicle movement in relation to vehicle body input natural phenomena
disturbance

The natural phenomenon of wind disturbance is calculated as an action force. In other words, it is added to the
required action force (11 G) in the road shape. Here, the action force because of crosswind force changes
depending on the shape and size of the vehicle. For example, as shown in the figure, with a wind speed of 10
m/s, there is this amount of difference between a sedan and a minivan.

Furthermore, with a wind speed of 20 m/s, even with a vehicle equivalent to a sedan, the area will have a
cohesion rate of 75% or above; in other words, it will be an area where it is difficult to control movement. In
such a case, it is necessary to respond on a best effort basis. However, on Japanese motorways, if there is a wind
speed of 10 m/s or greater, speed restrictions come into play, and the necessary action force required for the
road shape will decrease. Therefore, it is safe to drive even with wind speeds of >10 m/s. Therefore, on Japanese
motorways, as speed restrictions are set in relation to the wind speed, the boundaries concerning wind speed
with which it is possible to travel at 100 km/h are below 10 m/s (Figure 101).

A
0.75 | Example of speed regulation for wind
. . . \.§§ speed in Japanese self-exclusive road
Motion control difficultarea G
= \\ \ \§§ Wind speed Speed limit
~ G T e
£ 9 = (@§\¥\\\\.\§ More than 10m/s 80km/h
X ) »,@‘9 \\\\ Less than 15m/s
o | Mitigation margin | & \‘%ﬁi\\ﬁ\\‘g‘i\&
S o P
(] ‘_.9 - .\\&\A\\\ 3
b} G More than15m/s 50km/h
o g’ Less than20m/s
T | § 0.3 N - P*Motion-controttable
= < S More than 20m/s Road closed
/£ area
Q $ Minivan Equivalent
== 3
> . A& /ind speed 10m/s oo Eas i
100 |-+ 0.11 y
- =
88 1> 0.05 it _ Coefficient of friction [-]
0 0.3 0.75
(wet) (Dry)

Figure 101. Relationship between friction coefficient and action force in response to natural phenomena
(crosswind)
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4.3.3.6 Controllability of vehicle movement in response to tyre input road state disturbance

On Japanese motorways, speed restrictions are enforced based on weather conditions, as shown in the table
(example of speed restrictions in relation to weather conditions on Japanese motorways). In other words, the
weather conditions where no speed restrictions are in place are the boundary values. Here, in cases involving
precipitation of 20 mm/h when traveling at 100 km/h, hydroplaning does not occur; therefore, the friction
coefficient of 0.3 (locku) or above is the boundary value. However, with precipitation of 20 mm/h or above,
hydroplaning occurs; therefore, the friction coefficient is greatly decreased. Furthermore, as freezing or snowy
conditions cause the friction coefficient to decrease to 0.2 or below when considering the crosswind just
mentioned, this cannot be kept within the controllable area of movement. Therefore, even in environments where
it is common sense to always use normal tyres, the friction coefficient boundary conditions are equivalent to
wet surfaces at 0.3 (Figure 102). Moreover, external force on tyres, such as deep gaps and pot holes, cause
action forces, and may disturb vehicle behaviour. However, road administrators have a responsibility to maintain
and manage safety on roads. Therefore, objective values are set to determine whether repair is necessary (Table
3). In other words, if it is below this objective value, it is expected that a normal driver will be able to drive
safely. Therefore, the boundary values related to external force on tyres are set to these objective values, and
these are added to action forces in the same way as lateral wind.

A
0.75 4
Motion control difficult area Sy
= b 6@@@% Example of speed regulation for weather
\E... G. '9 si\%%\%‘\wi\%é conditions in Japan's own road
—_ SR
= 8 k\\\%@gg Road surface condition
o] Q Salied
OOl
0|8 s\@s\z@g@@% ~ Hourls | prost | snow | Seeet
a | @ P
K] = 0.3 \g_\;\\ & 20mm/ Partilal Start 80
'_::3 < : &\i@‘\ h freezing km/h
! S q Ls
~ | L« 7 Motion controllable 30mm/ one 50
> i @\\ i h section km/h
i $ area freezing
w0 =2
" * - - . . -
0 0 T ' f » Coefficient of friction[-]
0.1~02 03 0.75
Frost* Snow ' :
( ) (wet) (Dry)

Figure 102. Relationship between friction coefficient and action force in relation to road state
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Table 3. Objective values for judging necessity of repair

Item i
Furrow Step[mm] Coefficient of un\;\e/;:i?elss[ Crack rate Pothole
. o .
Road type [mm] bridge drain friction mm] [%] diameter [cm]
8m profile
Motorway 25 20 30 0.25 33%:;)”6 20 20
3.5(a)

Urban

~ 30 40 0.25 3 fil ~ 20
(Heavy traffic) 30~40 m profile 30~40
Urban

40 30 ~ 20
(Low traffic) 40~30

References: Japan Road Association(Road maintenance and repair guideline)

4.3.3.7 Controllability of vehicle movement in relation to tyre input tyre state disturbance

With regard to punctures while driving, this does not increase action force but cohesive usage rate decreases to
100% or below. According to SAE2013, even if one tyre punctures, provided that the rim does not make contact
with the ground, the vehicle can be controlled up to 0.6 G (Tandy, Ault, Colborn, & Pascarella, 2013). This
indicates that the cohesive usage rate drops to 60%. Moreover, at this extent, as it does not cause a dangerous
state immediately, TD and stopping safely is required before the rim touches the ground, thus causing a burst.
4.3.3.8 Preventability/Unpreventability boundary conditions in vehicle movement disturbance

Preventability/Unpreventability boundary conditions in vehicle movement disturbances are conditions
concerning whether driving can continue at the designed velocity (100 km/h in Japan) on a motorway as follows.

> Road state : Friction coefficient of 0.3 (lock p) or above, and external force on tyres of the objective value
for road maintenance and repair or below (e.g.:ruts : 25 mm, gap :30 mm, pot holes: 20 cm)

» Road shape: Curves within the Japan Road Ordinance specifications (R = 460 m)
> Natural phenomena: Where lateral wind is wind speed without speed restrictions (<10 m/s)
With regard to the above three factors, all the added conditions are preventable.

If it is not possible to drive under these conditions (such as not possible at lateral wind of 5 m/s or above), it is
necessary to for the manufacturer to define this as ODD in advance.

Tyre state: Slow puncture caused during driving; however, this is detected before the rim makes contact with
the road surface.

Figure 103 shows the respective unpreventable conditions and conditions of operator responsibility.
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Figure 103. Motorways in Japan: preventability/unpreventability boundary conditions in vehicle
movement disturbance

On general roads, unlike motorways, traffic rules cannot be strictly controlled (low necessity due to low to
medium speeds). Thus, the preventability/unpreventability boundary conditions for vehicle movement
disturbances on general roads are as follows:

»Road conditions: the coefficient of friction (p) is 0.3 or higher; the external force on the tires is below the
target value of road maintenance and repair (e.g., rut: 30-40 mm, step: 40 mm, and pothole: 20 cm).

»Road geometry: curves within what is stipulated by the road construction ordinance (e.g., for a designed
speed of 60 km/h, R =120 m).

» Natural phenomenon: the highest wind speed at which vehicles can be controlled against crosswinds (<20
m/s).

Deep water conditions on general roads can cause roads to be submerged; however, being submerged in water
is not a function guaranteed by vehicle movement performance and is therefore excluded.
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5 Scenario Database
5.1 Three layers of extraction

Functional scenarios that define qualitative scenario structures at the upper level, based on the three elements
of driving actions, namely, “perception,” “judgement,” and “operation” can be systematically structured under
the three scenarios of “perception disharmony,” “traffic disturbance,” and “vehicle movement disturbance,”
thus enabling comprehensive scenario evaluations (Chapter 3).

Logical scenarios apply a quantitative parameter range to structuralized functional scenarios. Therefore, for
example, in the case of a traffic disturbance, this is defined by extracting the vehicle path from the traffic flow
data, and taking a data-driven approach where traffic flow parameters such as relative velocity and cut-in speed
are defined based on statistical distributions. The traffic flow data refers to traffic monitoring and operation data,
accident databases, insurance data, maps, and road data.

Concrete scenarios can be considered as individual evaluation conditions for concrete evaluations, that extract
safety judgement boundaries for distinguishing safety state and unsafe states (Section 1.3).

Socially acceptable top safety goals defined by authorities
4 )

Test . Data Driven Approach -----------------m-oomooomoooooooooooooooooo oo N

Functional
scenario

| N S

i 1

Parameter |I } Log:ica:l | Foreseeable
Distribution range scenario 1€ COV:;;’:Isge

i (Statistics) - J g

Concrete
[ Parameter Search Engine ]—> scenario

Expert
knowledge

Preventable
Coverage
goals

----f-“--“-‘

Safety
_ evaluation

Figure 104. Process of developing and applying data-driven AD safe scenarios

5.2 Database parameters, format, and architecture

Figure 105 shows the information flow scheme required for creating actual test scenarios from a scenario
catalogue and outputting them in a form in which these scenarios are standardized. These versatile standardized
formats that can adapt to a wide range of simulation environments may be beneficial for AD safety evaluations.
Files including information related to vehicle behaviour and road shape are generated via a test data generator
from the scenario catalogue. These files can be applied to various simulation environments via a converter, and
can be made independent using specific, commercially available software.
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Figure 105. Information flow scheme for AD safety evaluation based on standardization scenarios
5.3 Test scenario database interface specification

Figure 106 shows the scenario database system. The scenario database uses actual traffic observation data as
input and outputs scenarios required for safety evaluation. To realize this, an input/output interface is required.
Moreover, a safety evaluation is performed using the output scenario data, and the result is fed back to the
scenario database.
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Figure 106. Scenario database scheme and interface

There is a wide array of actual traffic data, including traffic monitoring data, accident data, field test collection
data, maps, and road data. To incorporate all of these unspecified large number of actual data items in a scenario
database, it is necessary to convert them into an appropriate format (Figure 106 Data check/Convert). Data that
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are appropriately incorporated into a shared database can be used to generate scenarios in accordance with a
standardized methodology.

To use the scenarios generated within a scenario database, an interface that enables searching, generation, and
exporting of scenarios is required (Figure Test scenario search and generation variation).
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The tree diagram for the road component elements identified from the road structure shows corresponding

Annex A
Road Geometry

parameters related to road component elements. Definitions of these parameters are shown in Table A-1.

Road Geometry
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Figure A-2. An example of cross-sections, viewing distance, and linear road parameters based on the
Japanese Cabinet Order on Road Structure.

Road geometry parameters were examined for each scenario category (cognition disturbance perceptual
limitations, traffic disturbance, and disturbance in vehicle motion). For example, with traffic disturbances, as
the number of surrounding vehicles increases, the number of lanes is increased in some cases. However, this is
not directly related to cognition disturbance or disturbance in vehicle motion. Table A-1 shows the road
geometry parameters to develop scenarios for each scenario category.
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Table A-1. Road geometry parameters to develop scenarios for vehicle control categories.

Road parameters Perception limitation Traffic Disturbance Vehicle disturbance

Increased risk due to increase in surrounding

lanes
vehicles in merging and departing sections

width Relative distance to surrounding vehicles Difficulty for lane keeping along with the
shortens curve radius
Cross " . .
) T . Possible use of median as avoidance route,
section . Fearness of misrecognition in the opposite
center zone median ) expressed here to create a road geometry
lane where the median Is narrow . .
without basic treatment
Possible use of shoulder as avoidance route,
side strip - expressed here to create a road geometry
without basic treatment
N Depending on curve radius and obstacles, N
radius pending on Lane keep may be difficult
viewing distance may be affected
transition Difficulty to keep lane when deceleration
section distance is too short.
horizontal
alaignment Difficulty to keep lane depending on the
superelevation - - relationship between curve radius and
Linear single gradient
speed change Difficulty to achieve sufficient
lane length acceleration/deceleration
tical Recognition delay due to cbstacle at the top Possible disturbance in vertical motion, but
vertical curve - X
vertical of convex curve may be represented by a longitudinal slope
alignment vertical . ) Depending on vehicle performance, it also Depending on vehicle performance, it also
. Misrecognition of target ahead - L
gradient affects traffic disturbance affects traffic disturbance

Sight distance Recognition delay by viewing distance

Similarly, when each parameter is considered, important parameters for each scenario would be as follows:

— Parameters associated with cognition disturbance scenario include, for example, the median, the radius of
curvature, vertical alignment, and viewing distance.

— Parameters associated with traffic disturbance scenario include the number of lanes, width, speed change
lane, and vertical gradient.

— Parameters associated with disturbance in vehicle motion scenario include width, the radius of curvature,
non-controlled interval, superelevation, and vertical alignment.

In terms of road geometry parameters for test scenarios, parameters that have no impact on safety were set to
fixed values, and only the range of safety-related parameters are defined. In this manner, number of test cases
can be reduced.

A.1Road geometry component elements

Based on driving environment definitions, road geometry was classified into main roads, merge zones, departure
zones, and ramps. Moreover, road geometry classification comprises four elements: main road, speed change
lane, ramp, and nose vicinity (Figure A-3). Road structure parameters from the Cabinet Order on Road Structure
are defined for each component of this book [4]. According to this basic classification, the relationship between
four categories used to prepare scenarios and road geometry components standardized from the Cabinet Order
on Road Structure used to build roads in Japan can be established. The examples of these standardized road
geometry components are the main road, speed change lane, ramp, and nose vicinity. Moreover, the cabinet
order incorporates the relationship between road geometry components and road geometry parameters important
for safety such as cross-sections, lines, and viewing distance that are related to different road component
parameters.

Note: The road geometry components and related parameters described herein are defined according to
road technique standards related to Japanese road construction. The majority of standards in other countries
employ similar rules, which facilitates the easy application of the methodologies proposed for different
countries and areas.

95

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.



Road geometry Standardised road geometry structure Road geometry
classification

for scenario
development

Road component Main roadway

Road component
parameters |

: Cross section
Main ,| Main roadway Linear Sr::jeed change lane
roadway Sight distance (departure zone)
. — Ramp
i Cross section
Merging Speed change lane |~ Speed change lane
zone Linear |
merging zone
Departure C_ross section Nose vicinity
Ramp Linear

n
zone Sight distance
- Main road
\ Nose vicinity Linear ain foadway

Figure A-3. Relationship between road geometry classification to develop scenario, standardized road
components, and corresponding safety-related parameters.

A.2 Basic parameters of road geometry

To determine the basic road geometry parameters in a road structure model (for Japan, Table A-2), important
parameters are set for strict values for each scenario (first column from the right in Table A-2). These parameters
are presented with the upper and lower limits, and depend on the scenario.
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Table A-2. A list of road parameters from the Cabinet Order on Road Structure (RSO) and baseline
road geometry parameters from the Cabinet Order on Road Structure in Japan.

Road parameters Reference values Most Demanding values
Number of lanes 1,2,3,4 3
Width (m) 3.25,3.5,3.7 3.25
Cross Center Median (m) 1.25,1.5,2,2.25,3,45 1.25
section zone Shoulder (m) 0.25,0.5,0.75 0.25
Side strip (m) 1.25,1.75, 2.5 1.25
Linear gradient (%) 2,25 2.5
Velocity (km/h) 120,100 120 100
Radius (m) 570, 380 570 380
Curve section Transition section (m) 100, 85 100 85
Superelevation (%) 6, 8,10 10
Horizontal Type direct, parallel Direct Parallel
alignment
Speed change Direction deceleration, acceleration Deceleration | Acceleration
Linear lane
Taper length (m) 70,60 70 60
Pre-determined length (m) 210,110 110 220
Radius curve convex (m) 11000, 6500 11000 6500
Vertical Vertical Curve Radius curve concave (m) 4000, 3000 4000 3000
Alignment
Length (m) 100, 85 100 85
Vertical gradient (%) 56 5 6
Sight velocity (km/h) 120, 100 120 100
distance Sight distance (m) 210, 160 210 160

A.3 Update with actual environmental data

Actual road geometry may not strictly adhere to the law for a variety of reasons (e.g., limited by the landform).
This is handled as a tentative scale, and may be extended over a long period of time. As such, since road
conditions change, actual harsh conditions must be reflected in scenarios.

Table A-3. Examples of harsh conditions in real environment.

Situation description Critical Parameter Disturbance type
C licated high .
Oml.o icatedhighway Short merge and departure lanes Traffic disturbance
interchange
Reduced curve radius (limited field of view) Preception distrubance
Pronounced curve . : . .
High lateral acceleration Vehicle disturbance
Absenc;zfecentral Central zone width (non-regulated) Perception disturbance
Narrow tunnel dividing . . . .
Reflection shoulder width (non-regulated) Perception disturbance

wall at merge

Separators to prevent
from driving in the Merge point separators Perception disturbance
wrong direction

A.4 Updating road geometry parameters based on actual world map data

In this section, we explain the definition of important parameters for road geometry. Based on the road structure
ordinances of each country, road geometry parameters were identified. However, parameters are not important
elements. For example, when there are a large number of lanes, the number of surrounding vehicles increases,
and there may be an impact as traffic disturbance; however, there may not be an impact on cognition disturbance
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and disturbance in vehicle motion. Therefore, the selection of road geometry parameters depends on scenario
categories.

— Important parameters covered by the cognition disturbance scenario include the departure zone, the radius
of curvature, length of the curve, longitudinal open circuit, and viewing distance.

— Important parameters covered by the traffic disturbance scenario include the number of lanes, width of
lanes, acceleration and deceleration lanes, and longitudinal gradient.

— Important parameters for disturbance in the vehicle motion scenario include the lane width, the radius of
curvature, transition zone, superelevation, and vertical alignment.

Note 1-Entry: By setting critical parameters, where unimpacted parameters are fixed, as road geometry
parameters of test scenarios, the number of test cases can be reduced.

To determine road geometry parameters, according to Table B2, we assigned the harshest values for important
parameters of road geometry based on the Cabinet Order on Road Structure in Japan. However, the actual shape
of roads may not strictly follow the Cabinet Order on Road Structure (e.g., the length of merge zone may be
shorter than what is stipulated by the ordinance since construction space in a crowded city is limited). Therefore,
baseline values of road geometry parameters defined by the Cabinet Order on Road Structure must be updated
with actual harsh conditions of road geometry. To this end, we incorporated dynamic map data into the process,
e.g., in a survey of motorway characteristics in Tokyo region where the “legal speed is 100 km/h” and “the
minimum radius of the curved section is less than 100 m” (left in Figure A-4), multiple locations fit the
description (blue spots to the right of Figure A-4). Such searches reflect actual road requirement parameters for
the radius of curvature in the Tokyo region; thus, road geometry baseline parameters (Table Table A-2) must
be updated from 380 m to 100 m or less.

, 4 L\ ] 1
+ ~—— ] 5 /M Or=)
N - search result N\ -

= ki Hatogaya| NEFR
Warabi

SERTGI NS
\/ Curveséarchcriteria > X}

Velocity: 100km/h
Radius : =100m

A

Figure A-4. Data extraction from a dynamic map.

98

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.



Annex B

Scenarios for Motorcycles

Similar to the systemizing process explained in regard to traffic disturbance scenarios, road geometry, ego
vehicle behaviour, and surrounding motorcycle location and motion, we propose a methodology to structure
traffic disturbance scenario for motorcycles (Figure B-1).

/ Motorcycle-specific traffic disturbance scenarios /

Surrounding ' Surrounding

Road ' E%o;wver'ncle * motorcycle motorcycle
geometry Savior location motion

Figure B-1. Structural concept of traffic disturbance scenario for motorcycles.

B.1 Classification of surrounding motorcycle location and motion

When defining scenarios for general vehicles, we defined the location of surrounding vehicles in eight directions
around the vehicle. In motorcycle scenarios, in addition to this, we defined right and left of the vehicle as unique
locations for motorcycles to build scenarios.

As shown on the left side of Figure B-2, locations unique to motorcycles [L] and [R] are on both sides of the
vehicle within the same lane. Motorcycles can move to [L] or [R] by decelerating from 1 in front (a), accelerating
from 2 behind (b), or by changing the lane from surrounding locations, 3,4, 5, 6, 7, ot 8 (c) (centre in Figure B-
2). As shown on the right side of Figure B-2, a motorcycle can move from [L] and [R], where it may approach
the vehicle laterally (d), move forward (e), move backward (f), or be parallel to the vehicle (g).

Motorcycle-specific locations Surrounding motorcycle motions ‘

‘ Into specific locations H From specific locations ‘

(9) (®) 4 n(e) (g)

d) (d
-k
(f) (f)

(a) Deceleration
(b) Acceleration

(c) Lane change
(d) Lean

(e) Advance

(f) Retreat

(g) Synchronization

Additional locations to account
for motorcycle specific scenarios

Figure B-2. Locations and motion of motorcycles that could prevent motion of a vehicle (left)

Motorcycles can be evaluated in the same manner as the traffic disturbance scenarios for general vehicles
(Figure 48), but the motorcycle-specific locations discussed above must be considered.

B.2 Traffic disturbance scenario unique to motorcycles

The structure of motorcycle scenarios is expressed by a matrix that includes 56 possible combinations. In a lane
change scenario for vehicle, only synchronized motions are targeted. This is because lane change for the vehicle
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is physically impossible if there are vehicles in locations unique to motorcycles: [L] and [R]. This leaves 18
scenarios that are actually achievable in the real traffic, which are incorporated in the safety assessment (Figure
B- 3).

[P :EGO === : Motorcycle

Surrounding motorcycle position and motion

. Into specific locations From specific locations
soad e - cleration to | Acceleration to | Lane change & Lateral
eomet havi eceleration to | Acceleration to | Lane change to atera -
geol ry behavior side side side approach Advance Retreat Synchronization
Lane keep e = p—rafil iy _
Mai d No.1 No.2 —""" No.3 | No.4 No.5 No.6
ain roa —
Lane change - - - - - _ ««_...»:\
No.7
L K ——
ane kee - - - - - -
. P No.8 OB
Merging zone —
Lane change - - - - - _ («_..')» \
No.9
Lane k 10\
ane keep - - No.10 - - - -
Departure -
zone No.11
Lane change - - - - - - (i 333
<[NP
R | =, No.14 CEm- DB L -, DB
Lane keep : e - — e -
No.12 No.13 — No.15 No.16 No.17
Ramp p
Lane change - - - - _ _ («_...»:\
9 No.18

Figure B- 3. Traffic disturbance scenario for motorcycles.
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Annex C

Approach for complex scenarios of traffic disturbance

In an actual traffic environment, multiple traffic participants can take multiple actions at various times. In this
Section, we examine scenarios including multiple traffic participants based on the developed concept for the
traffic flow scenario.

C.1  Concept of avoidance motion scenario

When surrounding vehicles make sudden dangerous moves, the ego vehicle must react to avoid such action.
Such danger can take place during lane keep and lane change. The latter refers to situations when surrounding
vehicles are trying to move into the same space as the ego vehicle as they try to change lanes. Action to avoid
these vehicles is called avoidance motion, which is a secondary motion by the ego vehicle. Thus, avoidance
motion scenarios aim to assess the safety of such secondary behaviour by the ego vehicle.

C.2 Traffic flow scenarios

To understand scenarios created by avoiding dangerous movements of surrounding vehicles, we present a
stepwise sequence. This sequence begins with a sudden approach by surrounding vehicles, such as a dangerous
approach by surrounding vehicles to the ego vehicle driving while keeping the lane, or when the ego vehicle
tries to change the lane (Figure C-1). This is the starting point of avoidance motion by the ego vehicle. Before
executing this avoidance motion, the ego vehicle must determine the range wherein it is able to execute the
avoidance motion. This range is called the “avoidance area”. For example, when a preceding vehicle suddenly
decelerates, creating a potentially dangerous scenario (avoidance trigger), the ego vehicle must judge if there is
a space immediately behind (avoidance area), and then must decelerate as the avoidance motion. However,
when determining avoidance area, the ego vehicle must consider cut-in vehicles that might enter the same area.
When considering these aspects and the environment of the road the vehicle is driving on (e.g., main road, merge
lane, etc.), different traffic flow scenarios can be created.

"Avoidance motion" stepwise flow chart

A A
Avoidance . . Road

Driving location

g
Avoidance

trigger

Determination of
avoidance space

Avoidance motion
starting point: approach
of another vehicle

Stay away from
invaded avoidance
space

-

Free driving, following

Avoidance
g trigger

N B

@
Deceleratio

Being merged

aa

Ego a a avoidance a Being merged
=
Avoidance &

g

space

O § Daﬁ%?i@

Free driving, following

Figure C-1. Steps from the start and finish of an avoidance motion.
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C.2.1 Awvoidance trigger

Ego-vehicle : . )
motion Avoidance trigger types Pattern diagram
a)Approach from the front and sides
a)Approach from the front D D
and sides =
llzane Deceleration of the lead vehicle, Y.
€ep cut-in by the lead side vehicles. s IS a <«
@ @)
X Approach from the back (rear-end
collision) is not considered.
b) Approach to the lane change destination
c)Approach to the lane . .
change destination ' N
Lane Cut-ins from directions other
change than that of the ego-vehicle - N P .
X Consideration of lane change to the left A P
isn't necessary because of symmetry . .

Figure C-2. Driving situation of the ego vehicle in avoidance motion scenarios.

C.2.2 Avoidance space

Avoidance space is defined as a range wherein the ego vehicle can take an avoidance motion. When approached
by surrounding vehicles, the avoidance trigger begins, and the ego vehicle must determine the avoidance space.
For safety, the avoidance space is not in the direction where the trigger vehicle is approaching from. Figure C-
3 emphasizes the avoidance space for both lane keep scenarios and lane change scenarios.
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Lane
keep

Lane
change

% Lane change to the left is omitted

Figure C-3. Avoidance areas for each trigger vehicle for lane keep (top) and lane change (bottom).

In a case of lane keep (top half of Figure C-3), the trigger vehicle approaches from in front of the ego vehicle
[L(1)], from front and the side of the ego vehicle [PI-f (6). PI-f (3)], or from the side of the ego vehicle [Pl-s
(7). Pl-s (4)]. The areas highlighted in red are the avoidance areas (lateral symmetry is omitted). The lower half
of Figure C-3 shows a scenario in which the ego vehicle changes lanes (lateral symmetry is omitted). In this
case, vehicles in the lane change destination for the ego vehicle become trigger vehicles. Areas highlighted in
red are the avoidance areas.

After determining the avoidance area, the pattern of vehicles in the avoidance area must be determined. For
example, if deceleration by the preceding vehicle is the trigger, combinations of patterns of vehicles in each cell
of the avoidance area becomes 2° = 32 (Figure C-4).

/
no vehicles in any of
the cells
vehicle in the top
right cells

<

vehicle in every cell

-

Figure C-4. Patterns of vehicles in each cell in the avoidance area.
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C.2.3 Cut-in vehicles into the avoidance area

After confirming whether there are vehicles in the avoidance area (how many and which cell), vehicles that
could cut into the avoidance area from adjacent spaces must be identified. Ranges from where cut-in into the
avoidance area is possible are shown in Figure C-5.

. J . J \. J \. J \. J

Range of possible
/ avoidance area cut-ins.

.
@
)

Figure C-5. Range where cut-in into the avoidance area is possible.

The avoidance area is highlighted in red. Considering a case where the ego vehicle moves into cell (1) to avoid
the trigger vehicle, possible cut-in by vehicles in locations(6) and (7) in the avoidance area and in adjacent
locations(2), (3), (4), and (5), must be considered.

C.2.4 Road environment

The road environment is a combination of road geometry and the ego vehicle location, which are two factors
that impact the avoidance motion. “Road geometry” is classified into the main road, merge lane, departure lane,
and ramp. Ego vehicle locations are defined by the shape of the avoidance area and number of lanes in each
road geometry.
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a.Road shape

b.Eg

0-vehicle position

KEITERIN ORE

required

Adjacent lanes on both sides One adjacent lane No adjacent
Left Right lanes
Main road Ego-
vehicle
position Ego Ego Ego
Avoidance area Avoidance area Avoidance area
Number of lanes Lane 5 Lane3* Lane1*
required
Merging lane Ego- Ego
vehicle Ego Avoidance area
position Avoidance are
Number of lanes Lane 5 Lane 3*
required
Departure lane Ego
Ego-
ver?icle . Avoidance
position Avoidance are 90
Number of lanes Lane 5 Lane 3*

Ramp

Omitted for equivalence with main road (Lane 1, 2%)

Figure C-6. Classification of road environment in avoidance motion scenarios.
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Annex D

Verifying the completeness of scenario database based on accident data

There are three cases to explain how completeness of scenario database is verified based on accident data.

D.1 German In-Depth Accident Study (GIDAS) data

Verification of the completeness of the traffic flow scenario system is possible. For example, one can assess if
accidents reported in the German In-Depth Accident Study (GIDAS) database (Otte, Krettek, Brunner, & Zwipp,
2003) are covered. As an assumption, all possible scenarios in the German traffic environment must be presented
in the accident classification system of GIDAS.

GIDAS classifies traffic accidents according to the pre-defined rules related to accident characteristics. We
related and compared the accident classification system defined by GIDAS (GIDAS code) and traffic flow
scenario system.

The table to the upper left of Figure D-1 shows the number of GIDAS accident codes classified after correlation.
Categories A, B, and C represent 78 codes and 7,567 accidents for motorways included in the analysed database.
The verification result of these accident data showed that 33 codes and 6,787 accidents can be analysed under
the traffic flow scenario system. The traffic flow scenario system possibly covers 90% of all motorway accidents
reported in Germany.

Category B comprises eight codes and 49 accidents (0.006% of all motorway accidents) related to road
characteristics that are not covered by the scenario matrix. Road geometry data used to prepare the list of
scenarios is based on Japanese Road Structure Regulations (Japan Road Association, 2004), but it may not cover
some characteristics of German motorways. To cover the remaining eight signs, adaptation to German road
characteristics may be necessary.

Percentage of accidents
Classification No, of i
codes Total | No- of | covered by test scenarios
accidents 10%
Description UTYPA [UTYPB 0.006%~
A|Contained in scenario catalog 26 7 33 6,787
Available with variations according
to road shape parameters 8 0 8 @
C [Not included in scenario catalog 24 13 37 731
78 7,567
EAmBEC
Contents i
C.1 [Reverse car 15

C.2 |Stopped vehicle on road shoulder 8
C.3 [Stopped vehicle on start of shoulder 5
B.1 [There is a median strip 3 C.4 |Obstacle 3
B.2 |Reduced width 3 C.5 |Animal on road 2
B.3 |Special road merge section 2 C.6 |Other 2

Figure D-1. Scenario database and number of cases (per road and ego-driving).
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Category C includes 37 codes and 731 accidents (10% of total) that are not covered by the proposed safety
method. Further analysis of codes indicates that three code subcategories (total of 28 codes) were unlawful
operations such as driving in the wrong direction on a motorway or unlawful parking on the motorway shoulder
(C1-C3). Seven remaining codes include obstacles on the road, animals, and other unknowns (C4—C6).
Prevention of collision in this category (C) is difficult for AD engineers. For example, an auxiliary approach
such as tighter regulations is necessary.

D.2 Pre-crash scenario typology for crash avoidance research (NHTSA)

The NHTSA Pre-Crash Scenario Typology for Crash Avoidance Research defines pre-crash scenario typology
for crash avoidance research based on the NHTSA general estimate system crush database. This typology
comprises pre-crash scenarios that present vehicle motion, dynamics, and important phenomena immediately
before a crash (Najm, Smith, & Yanagisawa, 2007). By applying the same methodology to the GIDAS data, a
comparison can be made between typology and the list of scenarios developed in the present report. This
typology includes 27 pre-crash scenario categories, 16 of which are about motorway accidents. By comparing
the scenario database developed from these categories, the completeness of the scenario database can be verified
(Figure D- 2). This comparison shows that 6 out of 16 categories are subject to the traffic scenario database.
The remaining 10 codes belong to categories that include unlawful or unpreventable actions. For complete
coverage, an auxiliary approach for vehicle engineering may be necessary.

Classification

number of
Description codes Accident cases

A [Contained in scenario catalog 6

B |Available with variations according to road shape parameters -

~—1 C |Not included in scenario catalog 10

mA mC

37

N T —(TT

C.1 |Reverse car 2

C.2 |Shoulder stop vehicle available
C.3 |Start of road shoulder stop vehicle
C.4 |Obstacle

C.5 |Animal on road

C.6 |Other

N~

Figure D- 2. Comparison of traffic scenario database and NHTSA pre-crash categories

D.3 Institute for Traffic Accident Research and Data Analysis (ITARDA) data

The Institute for Traffic Accident Research and Data Analysis (https://www.itarda.or.jp/) compiles data on
traffic accidents in Japan. Therefore, by obtaining the data from 633,639 accidents that occurred between 2018
and 2019 (totalling conditions: Table D-1) and comparing the same data with the traffic disturbance scenario
(Figure 47), the completeness of the scenario can be verified.
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https://www.itarda.or.jp/

Table D-1. Totalling conditions for accident data

Items

ITARDA data categories

Approach to totalling

Accident type

“Person vs. vehicle,” “vehicle interaction,”
“single vehicle,” and “train”

Because the scenario structure targets
complicated scenarios with other vehicles,
it is limited to vehicle-to-vehicle accidents.

Accident “Death,” “serious injury,” and “minor Because the goal is to verify completeness,
details injury” all accidents involving people are targeted.
Road “Intersection,” “near an intersection,” Because the ITARDA accident data cannot
geometry “single road,” “railroad crossing,” and distinguish between merging and
“general traffic location” branching zones, these are included in
single roads.
"Location of general traffic" among the
accident types is not included in the
analysis.
"Near intersection," "single road," and
"railroad crossing" are defined as the
single road (including merging / branching
zones) of the functional scenario, and the
"intersection" is defined as the intersection
section of functional scenario. However,
accidents classified as single-road is
classified as intersections if either vehicle's
action includes "right turn™ or "left turn"
or if the vehicles approach from the
crossing direction.
Involved “Passenger car,” “freight vehicle,” “special Ego vehicle and other vehicles in the
parties vehicle,” “motorcycle,” “tram,” “train,” scenario structure are replaced with the
“light vehicle,” “pedestrian,” “property,” “no | first and second parties of the ITARDA
other party,” and “excluded parties” accident data for analysis. Ego vehicle is a
“passenger vehicle” (excluding minicars)
and “cargo vehicle,” while the other
vehicle is a “passenger vehicle,” “cargo
vehicle,” “motorcycle,” “tram,” “train,” or
“light vehicle.”
Behavior “Starting,” “going straight,” “passing,” The behavior of the scenario structure —
types “route change,” “left turn,” “right turn,” “going straight,” “lane change/swerving,”
“rotation,” “backing up,” “crossing,” and “turning” are matched with a behavior
“meandering,” “sudden stop,” “parking,” type for analysis (Table D-2).
“other,” and “excluded parties”
Involved “Road Standards for Vehicles” and “Off- Based on the involved party’s direction of
parties’ road standards for Vehicles” travel, determine from which direction
traveling other vehicles approach the ego vehicle
direction (same/crossed (from R/L)/oncoming).
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NOTE: Among the accidents that occur between vehicles, AD vehicles are analyzed as passenger vehicles and
cargo vehicles; thus, in an accident where both the first party turning right at an intersection and the second
party that is going straight can be substituted with AD vehicles, the analytical target will have AD vehicles
substituting for both the first and second parties. Therefore, the number of cases the scenario covers will be
larger than the number of actual accidents.

Table D- 2. Relationship between behavior categories in accident statistics and behavior of the scenario
structure

Behaviors in FS Accident statistics categories

Going straight “Starting,” “going straight,” “crossing -,” “sudden
stop,” “stop,” and “parking”

Lane change/Swerving “Passing,” “lane change °,” and “meandering”
Turning “Left turn,” “right turn,” and “crossing *”
Other “Other” and “excluded parties”

*1. Only the behaviors of AD vehicles in bold letters are considered.

*2. In “crossing,” where vehicles come from roadside facilities, if the vehicle is going straight, it is classified as “going
straight,” and if it is turning right or left, it is classified as “turning.”

*3. It is assumed that AD vehicles do not change course in an intersection.

Analytical results

The analytical result of the number of accidents for each scenario structure is shown in Table D-3. The vertical
column shows the road geometry and the behavior of the ego vehicle. The horizontal axis shows the behavior
of other vehicles and the direction of approach. There are four road geometry categories in a scenario structure:
“non-intersection,” “merge,” “branch,” and “intersection;” however, because merge and branch zones cannot
be separated in the ITARDA data, these are all included in “intersection.” The direction of approach for other
vehicles on the horizontal axis considers the same direction as the ego vehicle as “same,” the cross direction as
“crossed (from R/L),” and an approach from the opposite direction as “oncoming.” The green cells in the table
indicate the number of accidents included in the scenario structure, while the red cells indicate the number of
accidents for which the details are unknown.

The number of scenarios included totaled 1,004,752 (green cells) and 1,136 (red cells). If the coverage rate is
defined as the accident scenes covered by the scenario (green cells) within possible accident scenes for AD
vehicles (green and red cells), 99.89% of accident scenarios are covered (Table D-4).
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Table D-3. Comparison with the ITARDA data accidents for the scenario structure

Non-intersection

Road structure and Subject vehicle
vehavior

Intersection

Surrounding vehicle behavior and coming direction
g ing Turning

Table D-4. Estimate of the coverage rate

Items

Numbers

Number of accident scenes covered by FS (green cells)

1,004,752 [cases]

Unknown details (red cells)

1,136 [cases]

Coverage rate (green/(green + red))

99.89%
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Annex E

Principle models and evaluation scenarios of perception disturbances

As described in 4.2.1, the principle models of each sensor should be understood and the parameters with their
ranges which characterize the models should be defined, in order to derive the perception disturbance scenarios
based on sensors’ principles. The principle models, parameters with their ranges and the representative of
evaluation scenarios for perception disturbances generated in sensors of mmWave Radar, LiDAR and Camera
are written up below. The principles related to the phenomenon with high frequency and proving tests in
exclusive roads (pedestrian approaching, rain drops, puddles etc.) are written as representative examples.

E.l Processes of principle models description and evaluation scenario derivation

Principle models and evaluation scenarios of perception disturbances are derived according to the following
procedure.

- Describe a phenomenon which occurs as a perception disturbance and identify phenomenon parameters

- Make out the model (= principle model) which describes the phenomenon above and identify principle
parameters

- List up causal factors and their parameters which contribute to changes of the principle parameters
- ldentify a range of each causal factor parameter

- Describe the perception disturbance as change of the causal factor parameters, and define an evaluation
scenario with the combination of parameter changing and a traffic flow scenario

Here, any causal factors can be selected for an evaluation scenario in the case that these are described in the
same principle model, while the range of causal factor parameters should cover the range of ODD of a system.
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Phenomenon parameters Principle parameters Causal factors Causal factor parameters

. — Change in vehicle posture — Pitch angle of vehicle
05 : Elevation angle of

recognition target . Angle of sensor
— Sensor misalignment ——— % .
misalignment

Peak intensity ratio

In/Iy 0y : Elevation angle of
overhead structure or
road surface

Amount of change in

— Change in road gradient —— el

reflection point Angle of cant
— Cant road surface .
Radius of curve
I : Distance to ] .
— e Distance to recognition target
recognition target
I; : Distance to overhead
structure or road Distance to overhead structure
S surface reflection or road surface reflection point
Peak discrimination a point Parameters
|Pp — Pyl/(Wp + Wy) > other than the
| Op : Azimuth angle of Azimuth angle of recognition causal factors
recognition target target

(3 8 Lazimin sl ©F Azimuth angle of overhead
overhead structure or

- —— structure or road surface

road surface . .
. . reflection point
reflection point J

Figure E- 1. Example of a relationship between phenomenon parameters, principle parameters, causal factors
and causal factor parameters of a perception disturbance

Henceforth the examples of principle models and evaluation scenarios of the perception disturbance for each
sensor are showed. For evaluation scenarios in which the ego vehicle speed is defined as ‘maximum speed
within ODD’, the conditions with shortest TTC to recognition targets are selected and written from the aspect
of safety evaluation.

E.2 Principle models and evaluation scenarios of mmWave Radar

As examples for mmWave Radar, following 5 of principle models and evaluation scenarios of perception
disturbances are described.

- Large difference of signal (S) (recognition target)
- Low D/U (road surface multipath)

- Low D/U (change of angle)

- Low S/N (direction of a vehicle)

- Low D/U (surrounding structures)
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E.2.1 [mmWave Radar] Large difference of signal (S) (recognition target)

E.2.1.1 Phenomenon and Principle Large difference of signals
(recognition target)

E.2.1.1.1 Phenomenon

When pedestrians or motorcycles, etc., that have relatively weak reflection pass by the side of a recognition target
with an intense reflection (such as a truck), the reflection signals from the motorcycles, etc., then become buried in
the intense reflection signals from the truck, resulting in a false negative.

) it

Phenomenon Parameters

Reflection point cloud

Region Degree/amount Duration
Full area of the Completely unobtainable | Cannot be obtamned for a
recognition target continuous period of time

Phenomenon Mode
False negative; a target exists but 1s not detected.

Large difference of signals
{recognition target)

E.2.1.1.2 Outline of the Principle

Due to the large difference in the reflection mntensity of the targets, the small signal becomes buried in
the large signal, resulting in the recognition target with the weaker reflection going undetected.
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Contrast Between Normal and Abnormal

- ~

Normal

Small difference in S intensity

Difference in S

intensity Truck

Receiving

N
Power
\mﬂ
>

Distance

Difference in
S intensity

A
Receiving
Power

Truck

Angle

N

E.2.1.1.3 Principle Model

)

Contrast between

normal and
abnormal

(@Surrounding environment

Large difference of signals
(recognition target)

/

Due to the large
difference in signal
intensity, the peak of
the weak signal
becomes buried in the
peak of the strong
signal, preventing
detection (obtaining)
of the peak value of
the weak signal.

Abnormal \
Large difference in S intensity
Difference in
S intensity Truck
. A
Receiving
Power \ ¢
Wtorcyde
>
Distance
Iy
Difference in
S intensity
Receiving I/\Truck
Power
Motorcycle]
Angle

- v

Large difference of signals

(recognition target)

(DRecognition target

i

Recognition
r ’ target1
I e -
- . Recognition

o )—

< target?

Center of FOV

/" Model Description

S intensity is the power value of the
reflection signal.

Focus on a model describing power

P;: Power of transmitted waves

P,: Power of reflected waves from
the recognition target (n)

A: Wavelength of radio waves
G(6): Antenna gain

0,: RCS (radar cross section) of the
recognition target (n)

% If there are n numbers of recognition target, insert the reference number of each recognition target as a subscript
toP rando. E.g. (n=123,. ..

Power by the reflection from the recognition target (n)

A2 On) P
(am)3ry*

n

E,: Scattered electric field from the recognition target
E;: Incidence electric field into the recognition target
In the case of 2 recognition targets, the power from reflection 1s:
A6 (9) P,
@m s

=

)

On g = lim 4mrr?

r—

=

_ G (8,) ¥,
(am) 3t 2

~
E<(9,9)|°

E;
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Large difference of signals
(recognition target)

2
. . 2 Es (19! 90)
When focusing on RCS g = lim 4mnrs |———=
r— 00 Ei

E;: Scattered electric field from the recognition target
E;: Incidence electric field into the recognition target

The radar cross-section (RCS) of the recognition target is expressed as the product of the projected area, reflectance
and the directivity of the scattered waves.

The directivity of the scattered waves referred to here, 1s normally a combination of a specular surface reflection and a
perfect diffuse reflection.

Specular surface reflection Normal reflection Perfect diffuse reflection

Large difference of signals
(recognition target)

Reflectance is. ..

In the case of vertical polarization:

(a) In the case of vertical polarization: (b) In the case of horizontal polarization:
2
— ./ — in2

— |€2 cos 1/)0 & (82 & Sin ll)o)| Normal vector Normal vector
- 5 2 & =ny? ‘ By o & =ng? '

&, COS + /& (g, — & sin | Incidence surface ! 1 Incidence surface |

|e2 cos o + Vi (e, — & sin o) . N, : _

H ’
. . . Ko« : s = K,
In the case of horizontal polarization: > e — O e

H, ’
oo

7 Ew 2 ~Ao H
2 s [ s
|VET cos g — /&5 — &1 sin 2| o - =
R, = 5 Border surface™ {3, - Border surface” 1% =
|,/£1 cos Py + /€, — € sin 21/:0| P i‘”z\\ A T A
(- iKY : \A' H, (n— iK)? |
- SE=MN—-L1 H & = (n—iK)?
In the case the reflector is a metal, : . :

K
permittivity (g,) is:
5 »% The relationship between permittivity and relative permittivity =
w:
p

e =1—-2 Relative permittivity = permittivity of the medium / permittivity in the vacuum
r 2
w

R, Reflectance with horizontal polarization

In terms of ‘Reflectance,” the parameters are permittivity and
R;: Reflectance with vertical polarization

&,:Permittivity of air &,Permittivity of reflector incidence angle, and permittivity is a parameter related to
v,y Incidence angle of the wave g, Permittivity of metal the material.
w:Radio wave frequency o,Plasma frequency

Further, projected area refers to the reflective surface area of the recognition target, and this will vary depending
on the shape, orientation, size and relative position of the recognition target.
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Large difference of signals
(recognition target)

Let’s summarize what we have learnt so far...

The intensity of the reflected signal (S) from the recognition target depends on the power

value (P).

The power value will depend on the positional relationship of the radar to the recognition

target, and the RCS of the recognition target.

Therefore, all we need to do is understand the distance and angle between the radar and the

recognition target, as well as the RCS.

E.2.1.2 Relationship between Principle & Causal Factors
of Perception Disturbance

E.2.1.2.1 Causal factor based on Principle

Large difference of signals
(recognition target)

The below is a summary of the relationship so far, between the phenomenon parameter, the

principle parameter, the causal factor parameter and the causal factor.

Phenomenon Parameter Principle Parameter Causal factor Parameter Causal factor

— r, : Distance to target

G : Antenna gain in 6

Intensity of reception power —— .. .
i P P direction

— Sensor angle

Misalignment of
sensor (angle)

— Vehicle projected area

| 70 LIk @il g Vehicle reflectance

Vehicle directivity of
scattered waves

— Vehicle size

—— Vehicle shape

Vehicle material
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(@Surrounding environment

Large difference of signals
(recognition target)

(DRecognition target

Recognition
I, d target 1
i T ==~ 0, Recognition Genter of FOV
6, target 2

% If there are n numbers of recognition targets, msert the reference number of each recognition target as a subscript

toP rando Eg (n=123,..)

e Causal factor
PEeunmetnnu ;’r Lumptle Causal factor Parameter - - -
ATmEiEr ATEE (DTarget @Surrounding environment ®Ego vehicle/sensor
Target distance - - - -
Antenna gain - - - -
Sensor angle - - Sensor misalignment
Shape of recognition target 3].3 shape O_f - -
Signal » subject of target
Intensity Retroreflectivity — -
RCS value (5,) Shape of recognition target Size - -
Vehicle material Color - -
(permittivity) Material _ _
Combination of .
recognition targets ) ) .
Large difference of signals
(recognition target)
E.2.1.2.2 Parameter Range
Phenomenon Principle Causal Causal .
factor Parameter Range Explanation
Parameter Parameter factor
Parameter
Distance Distance to target (r,) minimum detectable To cva_hlate the perceptual d evice of Thc_l‘adar,
§ — — . X - test using the range determined by the given
to target distance to maximum detectable distance .
radar’s specs
e . Evaluate by varying the parameter within the
- - Within target angle (6,) FOV range FOV range determined by the radar’s specs
Antenna gain - — —
Sensor angle SE:%ISOI misal Misalignment angle 0 to £ deg Mulun.mn a.nglc Whele auto-misalignment
ignment detection will activate
Shave of Recognition targets are persons or motor
Shape of RCCOpliTiOH vehicles as classified in the Road Traffic Take into account vehicles which can travel on
Recognition tar efi (D) Act express ways + persons walking by the side of
target & First step is large-sized motor vehicles and | astationary vehicle stopped for an emergency
Signal ordinary two-wheeled motor vehicles
lotensity o Size of Size of Vehicle: Motorized bicycle (equivalent) to | Take into account vehicles which can travel on
Retroreflectivity | Recognition | Recognition | large-sized motor vehicle (equivalent) express ways + persons walking by the side of
RCS value (a,) target target Person: --- a stationary vehicle stopped for an emergency
. Require database as there is on correlation
Color Defmc_ using data on reflectance/ het(\lyeen detectable colors and physical
fransmittance in millimeter waveband R
Vehicle property values in millimeter wave band
material i ; .
Material 5;{11256 using data on physical property chl_!ir_e database for physical property values
Lo in millimeter wave band
in millimeter waveband
Combination of Recognition targets are persons or motor Take into account vehicles which can travel on
Recognition — — vehicles as classified in the Road Traffic express ways + persons walking by the side of
targets Act a stationary vehicle stopped for an emergency
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E.2.1.2.3 Evaluation Scenario

Large difference of signals
(recognition target)

» Evaluation 1s conducted using a recognition target with a strong reflection and a recognition target with a weak

reflection

» Evaluation is conducted with the recognition target having a relative speed to the ego vehicle in the direction of

approach

» Evaluation 1s done by varying the positional relationship of the vehicles or motorcycles, etc. (the recognition target )

Relative velocity

Distance,

Distance,

Recognition
target 1

== Recoghition

) |
Angle,

target2

Parameter Item Range Explanation
Distance to recognition targets Variable Min to max detectable Validate by varying the distance between the min and
range max detectable distance of the sensor

Angle to recognition targets Variable Within FOV Validate by varying the angles within the radar FOV

.. . Decide on a recognition target with a weak and one with
Number of recognition targets Fixed 2 strong reflection (1 each)
Relative velocity to recognition targets Fixed Min to n;laj);e(iietectable Validate within the radars min and max detectable speed
Type and combination of recognition . Vehicle, motorcycle, Representative traffic participant/one with high

Fixed . i ;
targets pedestrian reflectivity and one with low
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E.2.2 [mmWave Radar] Low D/U (road surface multipath)

Low D/U
(Road surface multipath)

E.2.2.1 Phenomenon and Principle of Perception Disturbance

E.2.2.1.1 Phenomenon

When there is interference between the signal from the recognition target (D: Desired-
Signal) and the signal from the indirect path via the road surface (U: Undesired-Signal), the

“signal intensity” of the received signal by the sensor from the recognition target becomes
smaller, resulting in a false negative.

ego vehicle recognition target
Signal from Target(D)

.@a » .GBEG)‘
Road surface Multipath signal (U)

At certain distances within the detection area, the “signal intensity” decrease, resulting in
the recognition target becoming ‘lost’.

Low D/U
(Road surface multipath)

E.2.2.1.2 Qutline of the Principle

The propagation path, when the signal transmitted from the sensor are reflected by the
target and received by the sensor, are categorized into the following four paths:

DU Signal path Propagation path
D:Desired-Signal | Direct path Sensor — Target— Sensor
U:Undesired- Indirect path via the road surface I |Sensor — Road surface — Target — Road surface — Sensor
Signal Indirect path via the road surface II |Sensor — Target — Road surface — Sensor
Indirect path via the road surface I |Sensor — Road surface — Target — Sensor

The signal received by the sensor are combined of the above signals. The
amplitude/phase of each signal will depend on the reflectivity and propagated
distance of each path, and therefore the “signal intensity” of combined signal
will increase/decrease depending on the relative position between the sensor,
the target and the road surface.

Direct path (D)

Indirect path II (U)
Indirect path III (U

Indirect path I (U)
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Low D/U
(Road surface multipath)

Gy; © Antenna gain (transmit/receive combined) g;; : Target reflectivity

i : Transmitting path, j : Receiveing path i ! Incident path, j : Reflection pa
: 9ij

Path A T4 : Propagated distance (Path A) . .7

Sensor FRBEEEEE
PathB Tp: P{Qpagéitéa distance (Path B)

hl . Sensor helght hz » [Target heigh ‘

RRoad surface reflectivity

D : Distance to target

The signal received through each path is calculated as below: The “signal intensity” decrease at certain distances (determined by
Path Sienal amplitude Signall phase conditions) due to the combined signals of each path.
Direct path PcAZ Gaa0aa + T 1) ° —— With road surface multipath 3¢
Path A—Path A (4m)3 ' T bo i (@ra _ Desired signal only
g
Indirect path I PuA?  GgpoggR2 2m o
Path B—Path B (4.":)3 rél. Po + ) (2rg) +2m :
X 2 E v \ N——
Indirect path II | P A? GupoupR by + 2n (ratr) + 70 T | —
Path A—Path B | (47)3 ’ 722 oy TVAT B 3 | |
Indirect path I | P A® Gg0gaR 2m
Path B—Path A (4_7)3 : T Po + a2 (ra+7p) +m e e e w0 w0 w0 w0 0
B'A Horizontal Distance [m]
The propagated distance (1, 73 ), transmitting path (i) and (A : wavelength . o
receiving path (j) are determined by the sensor height (h,), target #Example of the direct path and an indirect path
height (h,) and distance to the target (D).
Low D/U
E.2.2.2 Relationship between Principle & Causal Factors of (Road surface multipath)

Perception Disturbance
E.2.2.2.1 Causal factors of Perception Disturbance based on Principle

The below is a summary of the relationship between the principle parameter, causal factor parameter
and causal factor which contribute to the “signal intensity” (phenomenon parameter).

Phenomenon Principle Parameter Causal factor Causal Factor
Parameter Parameter

G;; : Antenna gain Sensor misalignment

. . . — Sensor angle
Signal (transmit & receive) ]
— Vehicle posture

mtensity

Change 1n road shape

D : Distance to target — Distance to target ————— Distance to target
—— hy : Sensor height —————— Sensor mount height ———— Sensor mount height
1
—— h, : Target height — Vehicle reflection position

— Size of vehicle

0y ¢ Target reflectivity Vehicle projected area

Shape of vehicle
Vehicle reflectivity
~ Matenal of vehicle

Vehicle directivity of
scattered waves

Shape/material of road
surface

—— R . Road surface reflectivity —— Road surface reflectivity Condition of road surface
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Low D/U
(Road surface multipath)

The below table shows the relationship between the phenomenon parameter, principle parameter, causal
factor parameter and the causal factor.

8

(@Surrounding environment

(DRecognition target

P

E.2.2.2.2 Parameter Range

Listing the range of causal factor parameter.

Phenomenon Principle Causal factor Causal factor
Parameter Parameter Parameter (DRecognition target | @Surrounding environment |  @Ego vehicle/sensor
. . Sensor misalignment
Signal Antenna gain Sensor angle — Change in road shape Change in vehicle posture

wntensity Target distance — Distance to target — —
Sensor height Sensor mount height — — Sensor mount height

Vehicle reflection position — —

target height Vehicle projected area Size of vehicle — —

Vehicle reflectivity Shape of vehicle — —

target reflectivi ; . Material of vehicle
& ty Vehicle directivity of o o
scattered waves
Road surface Shape/material of road
reflectivity - o surface o
Condition of road surface
Low D/U

(Road surface multipath)

Antenna gain

Sensor angle

posture

Pitch angle : 0 to £X deg

B [ S RE Causal factor Parameter Range Explanation
Parameter | Parameter Parameter
- Minimum angle where auto-
. gnn : ES L ’ ] . .
Signal Sensor misalignment Offset angle: 0 to +X deg misalignment detection will activate
intensity Change in vehicle

Max angle possible by the vehicle

Change in road

Vertical gradient : -9 —9%

Article 20 of the Road Construction

incline Ordinance
Distance to — H Distance to tareet : X toY m Min to max range detectable by the
target SENnsor
Sensor height|Sensor mount height — Mount height : X toYm Range of imaginable mounting

positions

Target height

Target
reflectivity

Vehicle reflection
position

Vehicle projected
area

Vehicle reflectivity

Vehicle directivity
of scattered waves

Size of vehicle
Shape of vehicle
Material of vehicle

Target classified as motor vehicles
under the Road Traffic Act
First step is to select three

representative types

Large-sized vehicle (height : high)

Normal vehicle (height : med)

Small-sized vehicle (height : low)

The size, shape and material of a
vehicle each have complex impacts
on each cause parameter. We need to
measure the representative examples
(large-sized, normal and small-sized
vehicles, etc.) and study the impact
on each cause parameter.

Road surface
reflectivity

Shape/material of
road surface

All imaginable tracks
Asphalt, concrete, gravel, sand,
cobblestone. ..

Condition of road
surface

All imaginable road surface
conditions
Wet, ice burn, road repair remains,
snow buildup, rut...

We need to measure and study the
impacts of materials and road surface
conditions which affect reflectivity.
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E.2.2.2.3 Evaluation Scenario

Low D/U
(Road surface multipath)

* The ego vehicle approaches the target (stationary vehicle) up ahead in its path.

ego vehicle

©

Road surface

Relative speed

———»

Road surface material/condition &

recognition target

Distance
Parameter Item Variable/Fixed Range Explanation
Distance to target Variable Min to Max detection Range Min to max range detectable by the

Sensor

Relative speed Fixed Max speed within ODD
Target type Fixed Large-sized vehicle (height : high)| Three levels of representative
Normal vehicle (height : medium) |examples such as large-sized vehicles,
Small-sized vehicle (height : low) |normal vehicles, and small-sized
vehicles
Road surface material Fixed Asphalt / Metal plate(TBD) Typical road surface material / highly
reflective road surface material
Road surface condition Fixed Dry / Wet Normal road surface condition / highly

reflective road surface condition
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E.2.3 [mmWave Radar] Low D/U (change of angle)

Low D/U
(Change of the angle)

E.2.3.1. Phenomenon and Principle of Perception Disturbance
E.2.3.1.1. Phenomenon

When the radar’s central axis of FOV and the road’s surface/traveling direction are not parallel
due to the road’s gradient/cant, the vehicles posture or due to sensor misalignment, etc., then the
reflected signal from the recognition target becomes relatively smaller than the undesired signals
from surrounding structures, thus causing it to become buried and resulting in a false negative.

Road surface reflection point

I -~ g =
Ego ®) iyl @) © =
vehicle © U m*ﬁ (I’
Road surface reflection point
Change in road gradient Change in vehicle posture Sensor misalignment
Phenomenon Parameters received «» Pp- Py
power L
I Iy, Iy Peak mtensity
Peak intensity ratio I—D | Py . Py : Peak position
u D \ Noise floor Wy, Wy - HMFW
|Pp — Py| I ZATNEAN
Peak discrimination Wp T Wy WD'WJ distance/angle
Phenomenon Mode :
False negative (situation where although a recognition target exists, it is not detected)

Low D/U
(Change of the angle)

E.2.3.1.2. Principle of Perception Disturbance

* When taking a cross-section of the intensity distribution of the radar’s transmission waves in
the vertical and horizontal directions, the intensity becomes relatively smaller as the angle
moves further away from the central axis of the FOV. (see below)

* The intensity of the receiving wave will also vary depending on whether the reflective object
is placed near the central axis or the boundary.

<Distribution of the Radio Field Intensity from a mmWave Radar>

Vertical section Horizontal section
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Low D/U
(Change of the angle)

* When the central axis of the radar’s FOV 1s not parallel to the road surface/traveling direction, surrounding structures
will move closer to the central axis, and the recognition target will move closer to the boundary. ( |6;| — small, |6, |
— large)

* As aresult, the intensity of the undesired signal from surrounding structures (/) becomes relatively larger than the
mtensity of the recognition target’s signal (Ip).

* When another condition is added which makes the peak discrimination low ( |Pp - Py| : small or |W, + Wy| : large),
signal D becomes buried in U, and is therefore not detected.

Change in Elevation Angle

<Central axis and road surface are parallel> <Not parallel — case 1>

<Not parallel — case 2>

No disturbance U1

i
. — Iy 6y "»/_»FOV centralaxis | RS
Positional T |65 | — large
relationship S (o. ) |6p| — large (lp, 6p) 6] — 0 ’
’T ® (p,
wn‘]llm }he“‘]_\‘& 453 FOV central axis |G| — small I/ - 1|+ small
vertial |l lfp- f | - small oo e
plane . Distance FOV central axis
) 6 . Elevation angle received power received power
received power . P U (overhead structure) 4
D (recognition target) ‘ U (road surface)
Yy
Iyl | D (recognition target) Iy n D (recognition target)
U2 (road surface) UL (overhead Ip Iy i
structure) A 3
77777 - distanc'e/angle P 4":'p dislan:e/angle
> Pp— Py b~ U
H /.
5HMFW (%) depends on the radar’s distance/angle | peai intensity ratio Ip/ly — small Peak intensity ratio Ip/I; — small
'pl.opmﬁes and reflectivity Peak discrimination |Pp — Py|/(Wp + Wy) : small | Peak discrimination | Py — Py|/(Wp -+ Wy) : small
Low D/U

(Change of the angle)

Change in Azimuth Angle

< Central axis and traveling are parallel> <Not parallel> (caused by sensor misalignment, etc.)

No disturbance

Positional (s, 6y [ : Distance Positional

N (ly, Gy) .. FOV central axis
relationship Iy @ : Azimuth angle relationship
within the 8y Oy=0 . . within the |&p| — large
. [ FOV central axis .
horizontal plane b (In. @p) horizontal plane I (In. @p) |@y| — small
. ] |l - I |+ small
received power received power
A
D (recognition target) U (road surface)
U (road surface) Iy Ip| D (recognition target)

‘ W AL

>

distance/angle

»
>

Py—Py distance/angle
Peak mtensity ratio I /Iy — small

#HMFW (W) depends on the radar’s properties and reflectivity Peak discrimination |Pp — Py|/(Wp + W) : small
D fu D u) -
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Low D/U

Only the parameters which represent Low D/U phenomenon

: - ) Change of the angle
caused by change of ele_vatlon angle are described below Vertical cross-section ( & gle)
because the phenomena in cases of elevation angle change and Voresmay & Recognition target

- (. 6p)

azimuth angle change are the same essentially. &\
© (8) Moves closer
Ego vehicle Non-recognition (I , Gy)
<Parameter conditions for where D becomes buried in U> in case of elevation angle change 2%
* Elevation angle |6 | — large (recognition target moves away from the FOV central axis)

* Elevation angle ‘HU | — small (non-recognition target moves closer to the FOV central axis)

* Distance to recognition target Ip =~ Iy |Horizontal cross-section| -
. L Recognition target
* Azimuth angle of recognition target Op = Oy

FOV central axis

. FOV central axis

I
* The sum of HMFW W, + Wy — large i’ P Feloser

v - - - - - v /
(#Dependent on the radar’s properties and reflectivity) Ego vebicle Non-recognition target (I , @)

Principle Parameters: Received power
4 D (recognition target) I
ry ,
Elevation angle Oy, 8y (variable)
U (undesired signal) !
= affects I /Iy value ID N ;
0
D IU
m e ""HE ”””” FOV central axis Y. Y >

distance/angle
|Pp - Pyl re

Received power ¥

A '

Distance lp, Iy D (recognition target)

Azimuth angle @y, Oy

= affects |Pp — Py|/(Wp + Wy) value U (undesiredisignal)
- 6p) /\
D%

— -

dismnc'e/an le
¥ 6p , 0y , Op , Oy are the angles i relation to the FOV central axis WD WD 1 @g
) ) o Low D/U
E.2.3.2. Relationship between Principle & Causal (Change of the angle)

Factors of Perception Disturbance

E.2.3.2.1. Causal factors of Perception Disturbance based on Principle

Of the principle parameters, the below are the causal factors of the perception disturbance which

give rise to a change in clevation angle |6, | — large and |6y | — small, being the cause for this

phenomenon. Vehicle/sensor Surrounding environment Recognition target
ﬁ E e FOV central axis
(3) (B B oW
Variable Principle Causal factors of the disturbance
Parameters Vehicle/sensor Surrounding environment Recognition target
* Change of the vehicle posture *Change inroad gradient
&WF.QYE@U!!@,Iﬂﬁs ﬂa’
: (%)
(2)
Elevation angle 8, 6 — N/A
* Misalignment of the sensor * Cant road surface
i ©dak
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Below shows the relationship between the phenomenon parameters, principle

parameters and causal factor parameters.

Phenomenon parameters

Peak intensity ratio

In/ly

Peak discrimination

|Pp = Pyl/(Wp + Wy) |

Principle parameters

65 : Elevation angle of
recognition target

0y : Elevation angle of
overhead structure or
road surface
reflection point

I : Distance to
recognition target

I : Distance to overhead
structure or road
surface reflection
point

Causal factors

— Sensor misalignment

— Change in road gradient ——

— Cant road surface {

Low D/U
(Change of the angle)

Causal factor parameters

. - N
\| Distance to recognition target ‘

Distance to overhead structure
or road surface reflection point

\

— Change m vehicle posture — Pitch angle of vehicle

Angle of sensor
misalignment

Amount of change in
road gradient

Angle of cant

Radius of curve

Parameters
other than the

| Op : Azimuth angle of

Azimuth angle of recognition causal factors

6y, :

recognition target

Azimuth angle of
overhead structure or
road surface
retlection point

target

Azimuth angle of overhead
structure or road surface
reflection point

E.2.3.2.2. Parameter Range

Low D/U
(Change of the angle)

Phenomenon Principle Contributing Causal Factor .
Range of Causal Factor Parameters Explanation
Parameters Parameters | Causal Factors Parameters
01to 18 %
Change inroad | Amountof change in | (according to Article 20 of the Road
gradient road gradient Construction Ordinance, elevation angle -
9 t0 +9 %)
0to10 % Evaluation
_ _ Elevation Angle of cant (according to Article 16 of the Road range is the
Peak intensity angles Cant road Construction Ordinance) maximum angle
ratio 8 By surface possible for the
In/ly ’ . @ to 82 m ) sensor, based on
(variable Radius of curve (according to Article 15 of the Road a combination
parameters) Construction Ordinance) of any one or
Sensor Angle of sensor 0 to min. angle where auto-misalignment more factors.
misalignment misalignment detection will activate
Change in . . C .
vehicle posture Pitch angle of vehicle | 0 to % (vehicle’s max. possible angle)
i Distance to 0 to min. distance required to avoid
Distance to recognition target collision
Peak objects (Not a causal factor) - — - -
cak I, Iy Distance to non- 0 to min. distance required to avoid
discrimination recognition target collision
|Po ~ Pyl Azimuth Angle ott;;z?gmtlon 0 to £ (max. angle of the sensor’s FOV)
(Wp + W) angles (Not a causal factor) -
Op Oy Angle.: .ofnon- 0 to + (max. angle of the sensor’s FOV)
recognition target
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E.2.3.2.3. Evaluation Scenario

* Traveling a road with a change in gradient (concave down)

* Ahead of the change in gradient, there is a metallic road signage board.
* The ego vehicle approaches the recognition target up ahead near the

signage board in its path.

% The situation with a gradient change
(concave down) is selected as the

ego vehicle

relative speed

Low D/U
(Change of the angle)

dimensions/reflectance
of signage

| height

recognition target

/ﬁg/:in__gradient m

representative scenario because of the
N - - a \_,,/
higher probability of large reflective
intensity from a metallic overhead b Ip r
structure than the road surface. ly
Parameters Parameter Range Explanation
Causal factor | Change in the road gradient Variable [0 to 18 % equivalent Usea road.w hichis concave downas a
representative
Initial distance to recognition target / p, Fixed Dm.al.me required to avoid
collision
Dlstagce to r.ecog;mtlon target from the Variable [0 10 7,
inflection point
Lateral position of recognition target Fixed |0° Fixed on the same lane
Initial distance to signage board ! ¢; Variable [/, —5toln+5 (m)
Other than
the causal |Lateral position of signage board Variable (-3.5 to+3.5 (m) assume the object within the neighboring lanes
factor . .
Height of signage board (to bottom edge) | Fixed Z’gg;g;;ve road)/1.5m According the Traffic Sign Installation Standard
Dimensions of the signage board Fixed |2.7 X 3.5 (m) Guidance signage on highways
Reflectance of the signage board Fixed |Measured value of the real board
Relative speed Fixed |Max. speed within ODD
Type of the recognition target Fixed |Passenger vehicle/Pedestrian Representative traffic participant/low reflectance
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E.24 [mmWave Radar] Low S/N (direction of a vehicle)

Low S/N
(Orientation of the vehicle)

E.2.4.1. The Phenomenon and Principle of Perception Disturbance
E.2.4.1.1 The Phenomenon

Electromagnetic waves are transmitted from the radar, and the intensity of the reflected electromagnetic waves which
return in the direction of the radar, will depend on the projected area, reflectance and orientation of the target’s surface.
If the same vehicle is on a different angle, this can cause the reflection to become extremely weak, thus the vehicle,
although it may be within the FOV, may go undetected.

Low S/N
(Orientation of the vehicle)

E.2.4.1.2 Outline of the Principle

When reflected waves from the target are received by the radar, the intensity of the signal (S)
received by the radar will depend on the receiving power (P,) as determined by the below radar
equation.

_ A2 P Ge(8) G () ro
T (4m) 3- R4

In this equation, P; is the transmitting power, G{(0) is the transmitting antenna gain, G,(0) is the
receiving antenna gain, o is the target’s radar cross-section, 4 is the wavelength, and R is the
range between the radar and the target.

As evident by this radar equation, the orientation of the vehicle contributes to low S/N (the
radar cross-section (o) of the target, or in other words the vehicle, will depend and vary
according to the orientation).

128

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.



Low S/N
(Orientation of the vehicle)

The radar cross-section (o) is expressed as a product of (a) the target’s projected area, (b) the
contribution rate to scattering, and (c) the directivity of scattered waves. If an object uses the same
material, then the area with high directivity (in other words the points facing the radar) will have
stronger reflection.

Further, the contribution rate to scattering ( =Reflectance) is, “metal = 1” and “0 = non-metal < 17,

Radar cross-section (¢) = Projected Cross Section X Reflectivity X Directivity (m?)

— Projected Cross Section
- /_ — (Projected area)

—_—

—_—

—_—

___________________ —— -
—_—
N\ —_—

—_—

—— .

— Reflectivity )
(Contribution rate to scattering =

Reflectance)
A Y
Directivity

(Directivity of scattered waves)

(1) Specular surface reflectior  (2) Normal surfacereflection  (3) Perfectdiffuse reflection
er=6i

. . . Low S/N
E.2.4.2. Relationship between Principle & Causal| (orientation of the vehicle)

Factors of Perception Disturbance

E.2.4.2.1 Causal factors of Perception Disturbance based on Principle

Phenomenon Principle Parameter Causal Factor Parameter Causal Factor
Parameter

Distance to recognition
r @ Distance to target —— Distance to target — target when viewed
from the radar

Position (angle) of

Angle of target when viewed ..
recognition target of

G : Antenna gain in @

i i i L —— from the center line of the — .
Szl direction when viewed from the
radar
radar

Projected area — Size of vehicle

o . Target’s radar cross- Contribution rate to . .

g . — Matenal of vehicle
section scattering (Reflectance)

Directivity of scattered

— Shape of vehicle
waves
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Low S/N
(Orientation of the vehicle)

As explained in E.2.4.1, the radar cross-section will vary depending on the orientation of the vehicle.
Even if the size, shape and material of the vehicle remain the same, depending on the angle at which it is
viewed, the projected area, contribution rate to scattering, and the directivity of the scattered waves will

differ, thus making them causal factor parameters.

o Causal Factors contributing to the change in principle parameter
Phenomenon Principle
Causal Factor Parameter -
Parameter Parameter .. @Surrounding .
(DRecognition target - (@ Vehicle/sensor
environment

Projected area Size of vehicle - -

. Sig:nz_il Radar 91-055_ Contribution rate to scattering Material of vehicle _ _
intensity section (Reflectance)

Directivity of scattered waves Shape of vehicle - -

Low S/N

(Orientation of the vehicle)

E.2.4.2.2 Parameter Range

If the target is something of a complex shape, such as a vehicle, the relationship between the
projected area, reflectance, and directivity will be complex. Thus, the radar cross-section (o) (large,
medium and small) has been selected based on previous research, etc.

Examples of Past Research (Measurement Results)

Source) JARI report (J-GLOBAL ID : 200909086392246974) , 2004

Phenomeno | Principle Causal factor Causal Parameter Extlanation
n Parameter | Parameter Parameter Factor Range P
Size of 3 Stipulate with the sizes of existing
Projected area hicl representative vehicles in the world using 3 rep
Cross- vehicle models models (large, medium and small)
Sienal section Contribution rate to Material of Stipulate with the materials of
_>lena area of scattering hicl 1 existing vehicles in the world using 3
Intensity radar (Reflectance) vehiele rep models (large, medium and small)
reflection Direction of scattered Shane of Stipulate with the shape of existing
}I:. ) 1 vehicles in the world using 3 rep
waves vehicle models (large, medium and small)
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E.2.4.2.3 Evaluation Scenario

A scenario whereby the ego vehicle approaches the recognition target (stationary vehicle) up ahead in

the ego vehicle’s lane, at a constant speed.

Low S/N

(Orientation of the vehicle)

Orientation
Ego vehicle Stationary vehicle
Variable/ .
Parameter Item Fixed Range Explanation
Type of recognition Variable [+ Projected area (large/mid/small) *3 levels of projected area generally

target

* Contribution rate to scattering=
Reflectance (heavy use of metal /
heavy use of non- metal / in-

*3 levels (no vehicle has zero metal used)

*3 levels (relying on concentration of
normal vectors in microparts of the

between) vehicle)
* Directivity of scattered waves
(uniformv/biased)
Orientation of the target Variable |0 to 30 deg. According to the line of the road (curve R)
Distance to the target Variable |5to 150 m
Relative speed Fixed 20 km/h and below constant
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E.25 [mmWave Radar] Low D/U (surrounding structures)

Low D/U
(Surrounding structures)

E.2.5.1. Phenomenon and Principle of Perception Disturbance
E.2.5.1.1. Phenomenon

When Surrounding structure and Pedestrian are close to each other, Undesired-Signal(U) from
Surrounding structures obscures Desired-Signal(D) with low reflection intensity from the
Pedestrian, resulting in a false negative.

Surrounding structures(U)

Phenomenon parameter:

Received Received power(U) % FRange/Angle difference

power

Received power(D)

Range/Angle

Phenomenon mode: False negative(A target exists but is not detected)

Low D/U

(Surrounding structures)

E.2.5.1.2. Outline of the Principle

If the Received power from Surrounding structures(U) is higher than the Received power from the
Recognition target(D), and the D is buried in the U in both Range and Angle, D cannot be detected.

Radar cross-section: oy g Surrounding structures(U)

Radar cross-section: CI'D‘ﬂ Recognition target(D)

Range: ry

Angle difference: 8y

Received o Received o
power i JD - 1ul power
Py
M
Ang'le
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Low D/U
(Surrounding structures)

Gy Surrounding structures(U)

.T Recognition target(D)

(i) l - — - FOV central
P, 0p

op axis
Model Description
Received power(D) Received power(U)
P, : Transmitting power
/. : Wavelength AZ{G(QD )}ZPt A2{G(8,)}2P,
, ; =—— 97 =—— 0

G(#) : Antenna gain D (47T)3TD4 D U (4_7_[)31,(]4 U
E.2.5.2 Relationship between Principle & Causal Low D/U

(Surrounding structures)

Factors of Perception Disturbance

E.2.5.2.1 Causal factors of Perception Disturbance based on principle
The below is a summary of the relationship so far, between the phenomenon parameter, the principle parameter, the
causal factor parameter and the causal factor.

Phenomenon parameters Principle parameters Causal factor parameters Causal factors

r,,: Distance to Distance to subject ~ Distance to subject

subject of recognition of recognition target of recognition target

Azimuth angle of

G:Antenna gam ..
recognition target

[ — — Azimuth angle of recognition target

| Projected Cross Section Size of pedestrian

f pedestri
e — Material of pedestrian

o,,:Radar cross-section - Reflectivity of pedestrian -
" v otp Shape of pedestrian

- Directivity of pedestrian

Posture of pedestrian

r,: Distance to subject Distance to subject ~ Distance to subject
of recognition of recognition target of recognition target

Azimuth angle of

G : Ant 1 ..
enna gam recognition target

T P— —— Azimuth angle of recognition target

| Projected Cross Section Size of structures

of structures R
Material of structures

0,,:Radar cross-section - Reflectivity of structures
: Shape of structures

- Directivity of structures Posture of structures
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Low D/U

(Surrounding structures)

Pedestrian
Causal factor
Phenomenon . Causal factor -
Principle parameter @Surrounding @Ego
parameter parameter @Target . q
environment vehicle/sensor
Distance to subject of
recognition
. Angle to 1 iti ..
Antenna gain ele (t)aieg:gm on Position — _
Received Projected Cross .
powet Section Size 7 7
Radar cross-section — -
@) Reflectivity Material — —
Tn
L Shape — —
Directivi
ty Posture — —
Surrounding structures
Causal factor
Phenomenon . Causal factor -
Principle parameter @Surrounding @Ego
parameter parameter @Target . q
environment vehicle/sensor
Distance to subject of . . . .
recognition
Antenna gain Angle t(t)aizz(t)gnmon — Position —
Received Projected Cross .
power Section 7 Size 7
Radar cross-section o -
@) Reflectivity — Material —
On
L — Shape —
Directivity — Posture —
Low D/U
E.2.5.2.2 Parameter Range (Surrounding structures)
Pedestrian, Surrounding structures
Phenomenon . Causal factor .
parameer Principle parameter paramelr Causal factor Parameter Range Explanation
Distance to ?1.|bj ect of] _ ~ Nin o mx defectable ange Validate by \:aryl.ng the distance between the min and
Tecognition max detectable distance of the sensor
] Angle to Iy s . . L
Antenna gain 1‘ecozni{im areet Position Within FOV Validate by varying the angles within the radar FOV
. Pedestrian: Adults and children of average bod . .
Projected Cross Sie e geboly Pedestrian: Adults and children of average body shape
Section » . . - R Structures : Ex. Telegraph pole, Electric pole
Received Structures : Pole (diameter : S0mm~300mm)
eceived power
- . Pedestrian: Human body Require database for physical property values in
i Material i
Rud . Reflectivity e Structures : Metal, Concrete millimeter wave band
adar cross-section
(on) Pedestrian: Adults and children of average body  [Pedestrian : Adults and children of average body shape
Shape shape Structures : Shape with high reflection intensity
Diecii Struetures : Cylindrical regardless of apparent angle
hrectivity
Postire Pedestrian: Walking Pedestrian: Walking
Structures : Vertical Structures : Nomal Posture
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E.2.5.2.3. Evaluation Scenario

Low D/U

(Surrounding structures)

» Evaluated by driving on a road where utility poles exist on the side of the traveled way as roadside objects.
» Ego vehicle evaluate by driving in the center position of the lane.
» Evaluated in a scene where a pedestrian crosses the path of own vehicle.

» The evaluation will place roadside structures (poles, posts, etc.) behind pedestrians.

Angle,

L Angle;, pistance,

Travel speed p Moving speed
Distance,
Structure
Parmeter Item Range Explanation

Validate by varying the distance between the

Distance to recognition target Variable Min to max detectable range min and max detectable distance of fhe sensor
Angle to recognition target Variable WithinFOV ;iz)l\i;iate by varying the angles within the radar
Number of recognition targets Variable Adult,Child Adults and children of average body shape
Vehicle speed Fixed |Itis specified by ODD Maxinum speed
Moving speed of recognition target | Variable Sknvh~8kmvh g;:a[:; 3::;1;; Egt;é)j:gngﬂestcgggxn
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E.3 Principle models and evaluation scenarios of LiDAR

As examples for LIDAR, following 3 of principle models and evaluation scenarios of perception disturbances
are described.

- Attenuation of signal (recognition target)
- Noise

Signal not from recognition target (reflection from raindrops)
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E.3.1 [LiDAR] Attenuation of signal (recognition target)

E.3.1.1 Phenomenon and Principle S attenuation
(Recognition target)

E.3.1.1.1 Phenomenon

Explanation of the Phenomenon (1/2)
The situation whereby the target cannot be detected as a three-dimensional object unless it is closer in
range than what is the assumed detectable range (false negative).

Actual relative position Output of the 3D object

&7 ¢ sensor output (non-detection)
& : Sensor output (detection)

= b [J:Fov

Ego vehicle
Sensor
Correct detection Although a recognition target
exits, there 1s no output of a 3D
object due to malfunction.

S attenuation
(Recognition target)

Explanation of the Phenomenon (2/2)

The phenomenon of a non-detection occurs when the reflection points attached to a recognition target are
contimuously not output as the point cloud.

B \ £ \ c
1 | 2 | 1 2 \ 1 2
Amount of Reflection peints which should exist
attenuation are notoutput as the point cloud
% Full areawithin frame Attached to the subject of recognition Attached to the frame
£ | Degree .
= Region of ..
DC' attenuation
S
2
: | E¥
5
s Continuous Temporary Continuous Temporary
& | Time Duration of - -
mp— Jr—— AurtRegin
attenuation _/_ 1 _/\_
* T Tene Tone
Phenomenon Mode The reflection points attached to a recognition
target are continuously not output as the point — —
cloud = not output as a 3D object
- This malfinction is more S attenuation with full range of FOV
severe in case of ‘continuous’ | is described in another item.
S attenuation with full range of FOV/ rather than ‘temporary’;
is described in another item. therefore, the 'continuous case' | S attenuation which is not caused by
N is used as the representative the target itself is described in another
epi &
¢} : Notdetected p
et case. item.
[ : Detected
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S attenuation

E.3.1.1.2 Outline of the Principle (Recognition target)

The reflection from the target is too weak and thus the peak cannot be detected at the assumed detectable
range, leading to the target not being detected.

Detect the peak of the received signal, When the reflection is too weak and does not meet
and calculate the range from the delay in time. the detection threshold, then the S cannot be detected.

Power of Reception

Below the threshold and cannot be
distinguished from noise

Time delay

Power of Reception

4
— BRI (pper limit of detection
- target
i
received

Detection threshold

Upper limit of detection

Peak can be detected
Detection threshold

- Time delay

Appropriate range Too weak to detect

Calculaté! range from the delay in time

S attenuation
E.3.1.1.3 Principle Model (Recognition target)

The reflection intensity of the target, the same as for the Millimeter wave, is believed to be expressed as
the product of the projected area of the target, the contribution rate to scattering and the directivity of
scattered waves, and a large retlection 1s acquired with higher directivity (in other words the points
facing the LiDAR) as compared to another object with the same surface material.

Reflection intensity = |Projected area of the target| * | Contribution rate to scat‘tering| *|Directivity of scattered waves

= Reflectance d
K "y
N -
\/ Mmrecﬁvity of scattered waves
Specular reflection Diffused reflection
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Derive the causal factors of disturbance from the principle of the targets’ reflection.

S attenuation
(Recognition target)

targets

reflection intensity will change even ifthe angle of
incidence and the observation point remain the same

Principle Causal factors of disturbance
Light entry Observation point The factors that instigate a change in the reflection intensity include
Contribution rate to ¥ ~ X ) [ different colors and materials used for painted surfaces, clothing, ete.
scattering s —
Color (luminosity)
N Retictive onje Reficive snjan B

Difference in the When the material of the reflective object is changed, the Material
reflection intensity of

Picture showing a change in reflection due to different coating used.

Directivity of scattered waves
Projected area of the target

Difference in the reflection
intensity due to a difference
in the angle of
incidence/reflection

If the angle of incidence
changes, the reflection
intensity will change

If the observation point
changes, the reflection
intensity will change

A factor which instigates a
change in the angle of incidence
or the observation point, includes
the relative position of the ego

The factors that instigate a change in the reflection intensity
when the angle of incidence/reflection changes, include different
colors and materials used for painted surfaces, clothing, ete.

Color (luminosity) wvehicle to the target.
l Material F
rF__

Picture showing a change in the reflectance caused

by a difference in angle. Relative position

Differencein the reflection
intensity due to the
difference in normal vector.

. L4 Y

v

If the normal vector of the target's surface
changes, the reflection intensity will change.

The factors that instigate a change in the reflection intensity when
the angle of incidence/reflection changes, include different colors
and materials used for painted swfaces. clothing. etc.

Color (luminosity)
Material
Picture showing a change in the reflectance

caused by a difference in shape.

A factor that instigates a
change in the normal vector
of a target's surface, includes
the shape ofthe target.

Shape
-

Difference in shape according to model

E.3.1.2 Relationship Between Principle and Causal Factors of

Perception Disturbance

E.3.1.2.1 Causal factors based on Principle

S attenuation
(Recognition target)

The causal factor parameters are derived from the causal factors of perception disturbance related to reflection
from the recognition target based on the principle parameters.

Phenomenon Parameter

Principle Parameter

Point cloud |

Reflectance (BRDF)

(gathering of received power)

Amount of attenuation

Points not detected

Region of attenuation

Area attached to the recognition target

Duration of attenuation

False negative continmies

Contribution rate to scattering

Light antry Light enery

-

EVARVS

g Difference in reflection intensity of targets

—
Nl

Causal factors
Causal factor Parameter Recognition target Surrounding

environment

a.Other vehicles

Directivity of scattered /
waves | }

Difference in reflection intensity due to
difference in angle ofmcndenceand reflection

NEN

vater
Difference in reflection intensity due
to difference in normal vector

.

\

/

] ((calornaneal (Relaty t Zion )
s—u”-c
Frhens ! ) . Exempted  Exempted
b.Motorcycles from this from this
/){:“J/ - principle principle
] Shape || Relative position
25 _
| _Bicycles
Color Material || shape || Relative position
[T | T d.Pedestrians
ColorMaterial || Shape || Relative position
T T e.Fallen objects
Color Material || Shape || Relative position
| | f Mounted objects
ColorMaterial || Shape || Relative position
1 T T g Animals
ColorMaterizl || Shape | Relative position
- I I\

/
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S attenuation
(Recognition target)

When looking at combinations of causal factors, the recognition targets are not combined T o Manory bohres
and are evaluated independently. ® Gz
m..n  Feauregroupcardinal number
e
O osurwance
Disturbance (Parameier)
Targets on highways are categorzed ——Q Explanation
into moving objeds and road |-
bstructi ~ .
chstetons Recogpnition target
O 11
Obstructions on road|
‘ O 1l ‘ ,,,,,,,,,,,,,,,,,,,,,, O 1l
[ther vehicles] [Motorcycles|  Bicycles] [Pedestrians] [Animals] Fallen objects Mounted cbjects
7 7 A T

/
|

e I‘
|

hgpe Relawe O%r Magna\ Shgpe

Re\gnve cdfor Magna\ Sh!pe

,' : ey : /
T v, /
o Magna\ Sh{pe Reiflive CO*(;I Maﬁna\ Sngpe Realve Co%r Maﬁna\ Sl
v BOBUON oo e o POSON oo o POSWON . oo oon  poSHON posiion
T Er Y EO-vi O
E.3.1.2.2 Parameter Range
Moving objects are considered in terms of 'vehicles' and 'people’.
Cars Motorcycles Pedestrians
\
|
\
‘
|
Vehicle Vehicle Motorcyclist  Person Vehicle
h i body

body body

All brought
together under
the banner of
‘people’

All brought
together under
the banner of
‘vehicle’
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B ~ | . |
- yay |
Re@nve O(%r Ma@rial Srape Reghve Co’)r Mag

y

s

/

rial sn!pe ’ReBhve
wan /R
S

position| o

Za

a2

o3z
=z

e

w22
A

w032
waz o
am

Relative postion is included

under trafiic fiow scenario; thus, |
a value is not given here

S attenuation
(Recognition target)

Bicycles

Cyclist
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S attenuation
(Recognition target)

The color and the material of a vehicle are looked at in terms of the reflective properties of the surface coating.
A black vehicle has been selected for its low diffuse reflection, alongside a vehicle with specular reflection.

. Diffuse reflection | Vehicle painted in black |
. P -
‘Direction of incidentlighi Direction of incidentlignt /' /
= diection ightsrecééd = direcionlightis received /
y -

Reflection is weak | Whepan T o Btk pain

The amount of absorption is larger in case of coating
with high absorptance, and the reflection in the
direction in which signals are received is smaller.

Specular Vehicle with specular (e.g.) Tank truck with
reflection finish specular finish
- -
Specular reflection Difluse reflection

Specular reflection means minimal reflection
in the direction in which signals are received.

S attenuation
(Recognition target)

The shape of a vehicle 1s considered in terms of how it hits the LIDAR.
A shape for which the number of reflection points the LiDAR hits is few and a shape for which
reflection does not return easily, have been selected.

Few points at * Vehicle body high off | (e.g.) Defence force truck

/" bottom ground
Vertical
/ direction (e.2) Lowb
. - e.g.) Lowboy
Few points —] J" Low Veth]C bOdy (height ofloading platform is 90cm)
at top i
Number of \
. reflection points are N .
few P \ ~ Camnot catch realﬁ,_,,,,,.n——-‘ Long vehicle | (e.g.) Trailer
| side
\ Horizontal |
Reflection i direction (e.2) Mot I
eflection is / \ anr K e.g.) Motorcycles
weak \ ggg;iﬁg:a‘ — *{ Narrow vehicle & v
1 i e.g) Bicycles
I (ee) Bioy

‘ Square-edged vehicle | (e.g.) Light duty truck

Reflection does not return easily
\ (the direction of the reflections do
not face the LiDAR)

When shape is square, there will be few
surfaces which face the LIDAR

-‘ Rounded vehicle | (e.g.) Light sports car

The overall shape is rounded, and there
are few surfaces which face the LIiDAR
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S attenuation
(Recognition target)

The difference in reflection intensity of pedestrians, motorcyclists (motorcycles) and cyclists (bicycles):

The reflection intensity will differ depending on the person’s clothing, luggage, color of skin and hair, helmet, etc
The parameter range to be considered here is reflection from the clothing only, as this occupies the biggest area.

Select from plant-based (cotton), animal-based (leather) and artificial (chemical fibers, reflective material).

Example of the Different Near Infrared Reflections by Material

Cotton
Hemp-1
PEs

PET
Cupra
Acetate -
PP

Rayon
Silk
Vinyl

Wool
16 18 2 : !

absorbance

wavelength [um

http://molsci.center.ims.ac jp/discussion_past/2003/BK2003/Abs/4pp/4Pp063.pdf

S attenuation
(Recognition target)
Pedestrians

When considering the difference in the shape of pedestrians we look at their size and posture.

Smaller people are more difficult to detect; therefore, we will consider the build of a Japanese person (who
1s relatively small) as the worst case scenario.

(D Difference in Size (Standing) | (@ Difference in Posture

The size of pedestrians is expressed by the frame that surrounds the body. The height from the read will differ depending on posture.
Height, width and thickness correspond to height (B1), shoulder width (D2) and thickness at ‘Posture’ is to be considered as a parameter.
chest diameter (E2).

Average Japanese adult male
Height (B1) : 171.4cm
Shoulder width (D2) : 45.6 cm
Diameter at chest (E2) : 21.1 cm

3% Digtal Human Research Center ofthe Nasonal Inssue of Advanced
Indusrial Science and Technology

AIST Human Body Measuremens Daiabase 1991 - 1992 Slﬂlng

. Average Japanese adult female
Height (B1) * 159.1 cm
Shoulder width (D2) : 40.7 cm

Sitting height (1)

Average Japanese adult male : 92.6 cm
Average Japanese adult female : 86.7 cm
*® Digial Human Research Cenéer ofthe Nasonal Inssiute of

Advanced Industrial Science and Technclogy
AIST Human Body Measurements Daiabase 1991 - 1992

Head length (A1)
Average Japaneseadultmale | 18.9cm
_ Average Japanese adultfemale : 18.0cm,

Diameter at chest(E2) : 21.1cm .finh“/: Diameter at chest (E2)
3 N~ _9 Average Japaneseadultmale : 21.1cm
Research Center ofthe of Advanced N .
Industial Science and Technalogy Average Japanese adultfemale : 21.1cm
AIST Human Body Measurements Database 1991 - 1992
Standin Lyin .
Widthi g AVerage Japanese 3 ylo boy y g ;.;;};gerca'l‘:;gvga; Research Center ofthe Nasonal Insfiute of Advanced Industrial Science
Helght (B1) : 951 cm AIST Human Body Measuremenis Database 1991 - 1992
Shoulder width (D2) * For riding posture on motoreycles, bicycles, stc.,
Diameter at chest (E2) when the rider comes to a stop and places their foot
) on the ground they will take the shape of standing;
3 2010 Survey by the Minisry of Heath, Labour and We'tre Riding thus, we use the same height as a ‘standing’ person
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Mounted objects

For now this includes arrow boards and safety
cones which appear at the boarder of driving lanes.

A, A A
N A

Preceding vehicle cuts-out
Ego &E fi

The below list summarizes the parameter ranges

S attenuation
(Recognition target)

Fallen objects

For now, this will include tires, included under car
parts, which ranked one of the highest for fallen
objects based on occurrences.

2nd 3rd
Tires Wood

(outer circumference 503 mm
165/60R12 for light vehicles)

Object was selected in reference to the ranking in NEXCO’s (Central Nippon Expressway
Company Limited) study.
1st Plastics (hard/soft). fabrics (blankets. bedsheets. etc.): 25,400 occurrences
= X not tall, little impact when driven over
2nd Car parts (tires, automobile accessories. etc.): 8.900 occurrences
= some are more than 15cm, can be hard (made of metals. etc.)
3rd Wood (square lumber. veneer boards, etc.): 6.900 occurrences
= square lnmber can be more than 15 cm and hard. To be considered at next stage.
4th Roadkill (animal corpses): 6,900 occurrences
= in Japan this is censidered to be mainly small animals such as raccoons.
Other: 17,400 occurrences

S attenuation
(Recognition target)

Principle parameter Causal factor | Causal factor Parameter Range Explanation
parameter
Reflectance (BRDF) | Vehicle Shape High off-ground vehicle body Clears bottom of body and only reflects tires
Low vehicle It is difficult for the top layer of beams to hit the loading platform
Motorcyeles. bicycles There are few reflections points in the horizontal direction
Square-edged vehicles Depending on orientation it is difficult for the normal vector to face the LIDAR
Rounded vehicles It is difficult for the normal vector to face the LIDAR
Color , Black paint Has few diffuse reflection elements
Material Specular reflection Depending on the orientation. specular reflection will occur and not return
Pedestrians Shape Big. small Evaluate the variations of body build and posture
Standing. sitting. lying
Color . Black leather clothing Ofall clothing types. this is assumed to have particularly low reflection
Material
Mounted Shape Triangular cones. alrow signs Appear on tracks as a way of bordering lanes
objects
Color, Color and material of the above The difference in variations is assumed to be minimal. Low priority.
Material mounted objects
Fallen Shape Tires Low lying, and difficult for the normal vector to face the LIDAR
objects Wood Low lying. depending on orientation. difficult for the normal vector to face the
LiDAR
Color . Color and material of the above The difference in variations is assumed to be minimal. Low priority.
Material fallen objects
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E.3.1.2.3 Evaluation Scenario S attenuation
(Recognition target)

Scenario F-1

e . . : » - Pictur
Evaluate based on “a vehicle cut-in on a straight road” scenario. [Picrure] Preceding vehicle

) Relative speed =Recognition target

[Outline] (® Lateral cut-in speedmun
* Recognition target: Cut-in vehicle

* Change the reflectance and shape of the target

(@ Shape

(D) Reflectance

[Parameters]

(D Reflectance Coating material = black. specular surface
(directivity)

(3 Relative position
@ Shape Vehicle = e.g.) Defence force truck. lowboy. trailer, T

motorcycle, light duty truck. light sports car

(3 Relative position This is defined under the traffic flow scenario. thus is
not determined here.

Causal factor parameter

@ speed of ego vehicle | Max. speed within ODD

(@Speed ofego vehicle

(® Relative speed This is defined under the traffic flow scenario. thus is “
not determined here. L\l Ego vehicle
8

(® Lateral cut-in speed

for evaluation

Road shape = straight line

Parameters required

Road width =3.5m

S attenuation
(Recognition target)

Scenario F-2

[Picture] Stationary object (vehicle speed 0km/h)
=recognition target

Evaluate based on “a vehicle cut-out on a straight road” scenario.

DReflectance

[Outline]
*Recognition target: a stationary object in front of the preceding
vehicle which cuts-out
* Change the reflectance and shape of the target

(@Shape

® Lateral cut-out speed

of preceding vehicle
[PaIaIneterS} (PRelative position
Cut-out
(@ Reflectance Vehicle : Coating material = black. specular surface
(directivity) Person - clothing =leather, chemical fibres. cotton.

Mounted objects = safety cones. arrow signs
Fallen objects = tires. wood

5 reflective material @Rela.tive spx?ed of
g Mounted/fallen objects - the reflectance of each target preceding vehicle

5] Preceding vehicle

<

i (@ Shape Vehicle = evaluate using deceleration scenario

53—, Person = standing, sitting, lying. traffic controllers.

f bicycles

Z

=

o

(3 Relative position This is defined under the traffic flow scenario: thus. it is
not determined here.

@ speed of ego Max. speed within ODD
vehicle

&

=

g

g 8 (5 Relative speed of | This is defined under the traffic flow scenario, thus is not Road shape = straight line
E § preceding vehicle determined here. . _

z E _ Road width =3.5m

@ © |(6) Lateral cut-out

15 speed of preceding

& vehicle
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Scenario F-3

Evaluate based on “a vehicle decelerates on a straight road” scenario

[Outline]
*Recognition target: a decelerating vehicle
* Changing the reflectance and shape of the target

[Parameters])

[Picture]

S attenuation
(Recognition target)

(GRelative speed (initial)

(®Deceleration speed

(DReflectance

motorcycle, light duty truck, light sports car

(DReflectance Coating material = black, specular surface B ;
(directivity) i
(@Shape Vehicle = e.g.) Defence force truck, lowboy. trailer, =

(BRelative position This is defined under the traffic flow scenario; thus, it is
not determined here.

@Speed of ego vehicle | Max. speed within ODD

(BRelative speed This is defined under the traffic flow scenario. thus is
(initial) not determined here.
(& Deceleration speed

for evaluation

Parameters required| Causal factor parameter
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@Speed o

(@Relative position I' i

Preceding vehicle
=recognition target

(@Shape

ego vehicle

Road width =3.5m
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E.3.2 [LiDAR] Noise

E.3.2.1 Phenomenon and Principle
E.3.2.1.1 Phenomenon

Explanation of the Phenomenon (1/2)

The situation whereby the target cannot be detected as a three-dimensional object unless it is closer in
range than what is the assumed detectable range (false negative).

Actual relative position Output of the 3D object

3 & 1 Sensor output (false positive)

£/ 1 Sensor output (false negative)
¥ : sensor output (detection)

r&
&

J : Fov

Ego vehicle
sensor
Correct detection Although a recognition target

exits, there is no output of a 3D
object due to disturbance.

Noise

Explanation of the Phenomenon
The target 1s detected in a position which is not the true position (false positive).

Actual relative position Output of the 3D object
|
|
ke & : Sensor output (false positive)
22 © Sensor output (false negative)
] T ' : Sensor output (detection)
i ] \ 1 Q) : Fov
N d N 7

Ego vehicle
sensor
Correct detection The distance of the 3D object,
output by the sensor, is offset
due to disturbance.
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Explanation of the Phenomenon

The phenomenon occurs when the reflection points attached to a recognition target are continuously not output as
the point cloud.

i \ H \ c
1 2 1 2 1 2
) Reflection points which should exist
SmciEb iy are not output as the point cloud due to noise
2 . Full area within frame Attached to the recognition target Attached to the frame
£ egree
g Region of noise| ..
g
g
: LS
g Continuous Temporary Continuous Temporary Continuous Temporary
& | Time | Dyration of
" ‘Ao Regi S Amoun Region . AmountRagion
attenuation ;/_ 1 t _/\' 1
» Time(9) > Time () 240 »Time()
Phenomenon Mode The status whereby the sun — The status whereby the light from —
reflects off the preceding This the sun directly enters. creating 1t is possible that the lights or
vehicle (recognition target). | malfunction is | continual noise. LiDAR from the oncoming vehicle
creating continual noise. more severe in can enter and become noise.
P However this is temporary and the
e error is more severe when
UM contimous; therefore, the
rather than ‘contimous case’ isused as the
‘temporary’; P representative case.
therefore, the S
. 5 EGO CAR Recognition —_—
=iy [HCOMITLONS target EGO CAR Target
GO CAR Recognition | case'is used as
target the ; _— D8R e cer e
representative 00 CAR -
case. Target

E.3.2.1.2 Outline of the Principle

The peak of the received signal is Recognition
detected, and the range is calculated to J target
determine the delay in time. 4

>

Calculate range using the delay in time

[Case of saturation]

Received Signal

Received Power Received Power Received Powver i | Exceeds max and becomes saturated
A A A

Upper limit A pA A A J i

o Upper limit of
of detection Upper limit of \I\A \Mj
Peak can be detected detection ""’\J \/VV\M/\/\NJ\{\ detection
Detection ‘ Detection Detection
threshold threshold threshold
» Time delay » Time delay »  Time delay

Signal from the recognition target Noise (sunlight)

If an infrared light such as sunlight, which occurs routinely, enters the light receiver as ‘noise’, this noise
and the reflection from the recognition target as a total becomes saturated, preventing proper detection.

If a powerful light that occurs routinely, such as sunlight, enters the signal receiver,

this causes saturation and ultimately malfunction.
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[ Case of buried signals in noise]

Received Signal

Received Power : Received Power
Received Power
A A A
N - Upper limit of
Upper limit of PP
PP detection

Upper limit i
of dotection Peak can be detected detection | Detection threshold changes due tonoise |
. Detection
Detection
Detection threshold threshold
R e W\F\\,\/\IW‘/\/\IJ\I\’V\A/\A’VJ\’\

» Time delay » Time delay » Time delay

Signal from the recognition target Noise (sunlight) Becomes buried in noise,
causing false negative

If an mfrared light such as sunlight, which occurs routinely, enters the light receiver as ‘noise’, and the reflection
from the recognition target (which has weak reflection) becomes mixed with the noise, this can prevent detection.

If a powerful light that occurs routinely, such as sunlight, enters the signal receiver, this can cause malfunction.

Noise

<Noise Due to Disturbance Light>

Inside the LIDAR Outside environment Target

Light orange:

Black: - .
range where signal cannot be received

other than signal receiver

Orange:
range where signal can be received

Green:
signal receiver

The lights that pass through the lens from the range where signals can be received include @ scattered
light from the one that the LIDAR sent, @ scattered lights from other lights and (3 self-emitting lights
within the range. These cannot be distinguished from each other, and thus they will all pass through the
same optical path, and all be received as signals.*

All lights other than @ become noise components.

*As the wavelength sent by the LIDAR itself is recognized, it will normally have a filter that cuts out light from any other wavelength.
Lights that become noise components are what fall within the wavelength range used for LIDAR transmission.
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<Noise Due to Ghost>

Inside the LIDAR Outside environment Target
«———— >« >

Light orange:

Black: L .
range wherein signal cannot be received

other than signal receiver

Orange:

Green: « - - -]
N range wherein signal can be received

signal receiver

Lights that fall outside of the range wherein signals can be received will travel along a normal light path to
somewhere other than the signal receiver; thus, they will not be received. However, there are times when lights
from outside of the signal receiving range may be received due to internal reflection, etc. (thick line).

Normally, antireflection film, etc., would be used to suppress internal reflection; therefore, this might occur when
there is a strong incident light (such as sunlight, headlamps, signals from other manufacturers” LiDAR, etc.)

Noise caused by internal reflection has been deemed low priority; thus, it will not be dealt with
as a perception disturbance scenario in the safety evaluation

E.3.2.1.3 Principle Model

% Intended noise: disturbance light originated n|reflected ]ight|or‘direct ]ight‘

Noise
LiDAR Signal Light |
I |
Disturbance light originated in Disturbance light originated in |
reflected light direct light
l Range where signal can be received: Qt | ,l Range where signal can be received: Qi | ] Range where signal
/ > & & .
.\// | ,-/ / can be received: Qr
A\ A Light intensity of signal sent: Pt ~ - " /
K / | - il — A & 'S

ak, Angle ofincidence: 6i

AN
Scattering proper V. B N
N ; Scattering property: B Radiated light

AN ‘/ g /’ propoerty: R

A 3

Pt : defined by the LDAR Ps | determined by the propoerty and distance/angle of the radiated light R : shape and size are determined by the property of the self-

B (8t) : shape is determined by the angle of incidence (6f) and target property B (6s) : shape is determined by the angle of incidence (8s) and target property emitting light

Ot © determined by the distance to the target and diameter of entry pupil Qs : determined by the distance to the target and diameter of entry pupil Qr : determined by the distance to the self-emitting light and
of the LIDAR of the LIDAR diameter of entry pupil of the LIDAR

N : amount of received signal light from ghost

Pa
Pa : amount of total received signal light

Pt [, B(0)AQHPi [, BONAQ [ R+ N

g y)

~ ~
Parameters considered as noise
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Scattering property

The reflection intensity of the target, the same as for the Millimeter wave, is believed to be expressed as
the product of the projected area of the target, the contribution rate to scattering and the directivity of
scattered waves, and a large reflection 1s acquired with higher directivity (in other words the points
facing the LiDAR) as compared to another object with the same surface material.

Reflection intensity :‘ Projected area of the target ‘* ‘Contribution rate to scattering‘ * ‘Directivity of scattered waves

Contribution rate to scatte
= reflectance Ay

Specular reflection

Derive each causal factor of disturbance, from the principle of the target’s reflection.

b

Diffuse reflection

Principle

Recognition target

Directivity of scattered waves

Causal factors

Scattering property

Contribution rate to
scattering

Difference in the

Lightentry Obsersation point

S < X ’4
e\
oDt A Reflective cbject 8

‘When the material of the reflective object is changed, the
reflection intensity will change even if the angle of
incidence and the observation point remain the same.

The factors that instigate a change in the reflection intensity include
different colors and materials used for painted surfaces, clothing, etc.

iy

Picture showing a change in reflection due to different coating used.

Color (luminosity)

Material

E.i:-tglill:lc":éenlé tt originateq _J strength of reflection
of targets
/ - - Direction of scattered waves
T T Projected area of the target

Difference in the
reflection intensity due
toa difference inthe

gnglde of

*

reflection

/

Y ook v

If the observation point
changes, the reflection
intensity will change

If the angle of incidence
changes, the reflection
intensity will change

The factors that instigate a change in the strength of
reflection whenthe angle of incidence/reflection
changes, include different colors and materials used
for painted surfaces, clothing, etc

Picture showmg a changem the rate of
reflection caused by a difference in angle.

A factor that instigates a changein the.
angle of incidence or the observation
point, includes the relative position of
the ego vehicle to the target.

Color (luminosity) - =

Relative position

Difference in the
reflection intensity
due to the
differencein
normal vector.

. v . ”4
LN

1f the normal vector of the target's surface
changes, the reflection intensity will change.

The factors that instigate a change in the reflection
intensity when the angle ofincidencereflection
changes, include different colors and materials used
for painted surfaces, clothing, etc.

Color (luminosity)  Shape
-
: L |
Matcrial @ ol 000
Pictufe showmg a change in the reflectance

Difference in shape according to model

A factor that instigates a change in the
normal vector of atarget's surface,
includes the shape of the target

caused by a differencein shape.

Disturbance légllt r-
originated in directlight | —

Light intensity

Properties of the
radiated light

* Light is weak ﬁmgm is strong
N -

The reflection intensity will change depending
on the intensity of the light source.

Intensity of the light source (cd/m?)

;{:}Lxgh‘
o source

Angle of incidence

Range of the
radiated light

- v

ww  The reflection intensity will
change depending on the
angle of incidence.

Depending on the relative Relative pnsiti(m
position of the light source,
the recognition target and the Target
LiDAR light receiver. * Ego
vehicle
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E.3.2.2 Relationship Between Principle and Causal Factors of

Perception Disturbances

E.3.2.2.1 Causal Factors based on Principle

Derive causal factors from the causal factor parameters.

Angle of incidence 81

Phenomenon Principle Parameter Causal Factor Parameter

P t - - - -

Larameter Vehicle/sensor | Surrounding environment Recognition target

Amount of Scattering property B(6) Color / material, shape | .

oise Disturbance

Position (light source) Position, shape light originated

Noise region

Light intensity Pi

- - in reflected light
Intensity of the light source

Property of the radiated light R

Intensity of the light source Disturbance

Range of the radiated light

light originated
in direct light

Position (light source)

E.3.2.2.2 Parameter Range

The below is a list summarizing the parameter ranges.

* In case of disturbance light originated in reflected light

- o

Causal factors

Sunlight Other vehicles
Motorcycles
Occurs regularly Bicycles
and is the strongest Pedestrians

= strong noise
occurs regularly

Fallen objects

Installed objects
Animals

Noise

Causal factor

Environment
Light source

Sunlight

Azimuth angle

150 to 180 deg.

Causal factors Range Explanation (or reason)
parameter
All the range in which the sunlight can be reflected light for the
Elevation 20 to 90 de LiDAR
angle & (the culmination altitude on the day of the summer solstice around
northern latitude of 35 deg: about 78 deg.)
-180 to -150,

+30 deg in the rear of the ego vehicle (traveling direction =0 deg)

Brightness

20,000 to 120,000
Ix

The brightness of the sunlight in daytime on a sunny day in summer:
about 120,000 Ix in maximum

(calculated based on the insolation observational data by Japan
Meteorological Agency)

* In case of disturbance

light originate

d i direct light

Causal factor

Brightness

20,000 to 100,000
Ix

Causal factors Range Explanation (or reason)
parameter

~ Elevation Range of FOV The range in which the sunlight can enter to the LIDAR directly
= 8 angle
T 2 =
g g !
g 2 | Azimuth angle [ Range of FOV The range in which the sunlight can enter to the LIDAR directly
= 5 Z
45 A

Estimating the brightness of the sunlight in the altitude range around
to 60 deg.
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E.3.2.2.3 Evaluation Scenario

Scenario F-1

Evaluate based on “a vehicle cut-in on a straight road” scenario.

[Outline]

*Recognition target: a cutting-in vehicle
* Changing the reflectance and shape of the target
» Allocating the light source (the sun) and the target

within the parameters below

Evaluation condition of (¥) items are selected within

Picture . . i
( ] “:Cj} (DBrightness of light source
.o AR
@Altitude
@Azimuth \

*: case of disturbance
light originated in
direct light

[Pa_ra_meters] the range described below
Recognition (DReflectance Coating material = black. specular surface
target
@Shape Vehicle = e.g.) Defence force truck, lowboy.

(6)Lateral cut-in speedcuin

(DReflectance

N

Preceding vehicle

SR BN spec d=rec0gnition target

(2Shape

trailer. motorcycle. light duty truck. light
sports car

(3Relative position

—\[

‘g @Relative position | This is defined under the traffic flow
8 scenario, thus is not determined here.
E reflected | (@Brightniess of | 20,000 ~ 120,000 I
é light light source (%)
= ®Elevation ang. (*) | 20 ~ 90 deg
é g @Azimuth ang. (¥) | -180 ~ -150 deg ., 150 ~ 180 deg
2| direct (DBrightness of 20,000 ~ 100,000 Ix
light light source (*)
(®Elevation ang. (*) | Range of FOV
@Azimuth ang. (¥) | Range of FOV

@Speed ofego vehicle

Max. speed within ODD

(BRelative speed

This is defined under the traffic flow

Parameters
required for
evaluation

(®Lateral cut-in speed

scenario, thus is not determined here.

Scenario F-2

Evaluate based on “a vehicle cut-out on a straight road” scenario.

[Outline]

*Recognition target: a stationary object in front of the

preceding vehicle which cut-out

* Changing the reflectance and shape of the target
* Allocating the light source (the sun) and the target

within the parameters below

[Palameters]

(@Speed of ego vehigle

Ego vehicle

F Road shape = straight line
Road width =3.5m

®Altitude b i
. % case of disturbance lig
@Azimuth €€ O dismurbance light
s originated in reflected light
Ay . -
ﬂg\v‘f (DBrightness of light source

[Picture]
P ;(ing (DBrightness of light source
®Altitude”
@Azimuth
% case of disturbance \\

light originated in
direct light

(DReflectance

Evaluation condition of () items are selected within the range described below

Recognition (DReflectance

target

Person: clothing = leather, chemical fibres, cotton,
reflective material

Mounted/fallen objects: the rate of reflection of each
object

object=

récognition target

(®Lateral cut-out speed
of preceding vehicle

(@)Shape

Vehicle = evaluate using deceleration scenario
Person = standing. sitting, lying, traffic controllers,
bicycles

Mounted objects = safety cones, arrow signs

Fallen objects = tires. wood

Chut-out

(BRelative speed of
preceding vehicle

(3 Relative position

This is defined under the traffic flow scenario, thus is
not determined here.

Preceding vehicle

ﬁ (3Relative position

Causal factor parameter

source(#)

reflected | (DBrightness of light | 20,000 ~ 120,000 Ix
light source(*)
(®Elevation ang. (*) | 20 ~ 90 deg
5 @Azimuth ang. (*) | -180 ~ -150deg. 150 ~ 180 deg
“ | direct light [ @Brightness of light | 20,000 ~ 100,000 Ix

Road shape = straight line

(®Elevation ang. (*)

Range of FOV

Road width =3.5 m

@Azimuth ang. (*)

Range of FOV

®Altitude

@Speed of ego vehicle

Max. speed within ODD

@ Azimuth * case of disturbance light

(®Relative speed

required
for
evalnation

Parameters

(®)Lateral cut-in speed

This is defined under the traffic flow scenario, thus igb( Ao

not determined here.

) originated in reflected light
(@Brightness of light source

SEA
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Scenario F-3

Evaluate based on “a vehicle decelerates on a straight road” scenario

[Outline])

*Recognition target: a decelerating vehicle
* Changing the reflectance and shape of the target

[Picture]

X
®Altitude” 7
(@Azimuth

% case of disturbance

* Allocating the light source (the sun) and the target
within the parameters below

(DReflectance

light originated in
direct light

Evaluation condition of (*) items are selected
[Parameters]) f .
within the range described below
Recognition (DReflectance Coating material = black. specular surface
target
(@Shape Vehicle = e.g.) Defence force truck, lowboy,

trailer. motorcycle, light duty truck. light

sports car

Deceleration

(@Relative position

This is defined under the traffic flow

scenario. thus is not determined here.

reflected

light

Causal factor parameter

(DBrightness of
light source (*)

20,000 ~ 120,000 Ix

(®Elevation ang. (%)

20 ~ 90 deg

@Azimuth ang. (*)

-180 ~ -150 deg . 150 ~ 180 deg

Sun

direct

light

@'Brighmess of
light source (%)

20.000 ~ 100.000 Ix

®Elevation ang. (*)

Range of FOV

@Azimuth ang. (%)

Range of FOV

@speed of ego vehicle

Max. speed within ODD

(BRelative speed

Parameters
required for
evaluation

(®Lateral cut-in speed

This is defined under the traffic flow
scenario. thus is not determined here.
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(DBrightness of light source

(BRelative speed (initial)
(BDeceleration speed

|| Preceding vehicle
=recognition target

(3Relative position

ego vehicle
2y gt

Road shape = straight line
Road width = 3.5m

®Altitude o )
@Azimuth ©° of disturbance light

originated in reflected light

whs . .
<{_J=(DBrightness of light source
“v
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E.3.3 [LiDAR] Signal not from recognition target (reflection from raindrops)

E.3.3.1 Phenomenon and Principle Signal not from recognition target
(Reflection from raindrops)

E.3.3.1.1 Phenomenon

Generation of False Points due to Reflection (Scattering) by Raindrops

Recognition target can be detected

. . ] I i ) ﬂ Precipitation amount :
i : — ' Light
I ' 1 : ® ex. < lmm/h

LiDAR ] |
A small number of rainfall false points are appearing

Olldld||I

. -l B9,

LiDAR

Detected points from the target are decreased

) Precipitation amount :
’ ® M Moderate

ex. < a few mm/h

Rainfall false points are increased

I q ? g | d d (fd Recognition target cannot be detected
'ﬁquii o9 | ¢ d| | ST Precipitation amount :
‘ - A ‘ N
. ‘ =t R bd) q I I 'r"—)'-—‘:i-' HZiVy< tens of mm/h
LiDAR L o9 " '

Large number of rainfall false points (false positives) are generated

The beam emitted from the LiDAR is reflected and scattered by raindrops in space, which weakens the reflection
from the recognition target. Rainfall false points are generated due to reflections from raindrops, reducing the
number of target detection points. As the amount of rainfall increases, the number of false points increases, and
eventually the target cannot be detected.

Signal not from recognition target
E.3.3.1.2 Outline of the Principle (Reflection from raindrops)

Principle of False Point Generation by Raindrops

[ Case : Light rain (that does not cause false points) ]

< No rain> < Light rain >

Reflection from the recognition
target becomes weaker due to

Transmitter : rain attenuation, but it can still
emitted pulse be detected in this state.
\
Reflection from the target
Detection threshold 1 ' Detection threshold i "I

pu
: 1
1
Receiver : 1 !
received A 1 !
waveform

-

Distance is calculated " Distance is ca]cu]ated='
by delay time by delay time

Multiple small peaks occur in the received waveform
due to reflection from raindrops. However, their peak
levels are smaller than the reflection peak from the
recognition target

= Not detected as a false point
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Signal not from recognition target
(Reflection from raindrops)

Principle of False Point Generation by Raindrops

[ Case : Rainfall amount increases (false points occur) ]

< No rain> < Rainfall amount increases >

Due to rainfall amount increased,
received intensity is attenuated,
resulting in lower peak values

Transmitter :
emitted pulse

Reflection from the target .
- - Detection
Detection threshold threshold |7}

-
1
I |
|
|

Receiver : I

received A |
waveform NM

- J 7

———

Distance is calculated Distahce is calculated
by delay time by delay time

As rainfall amount increases, the magnitude of the reflection peak
due to raindrops exceeds the peak from the recognition target.

= As aresult, false points occur in the space closer to the
LiDAR than the recognition target.

Signal not from recognition target
E.3.3.1.3 Principle Model (Reflection from raindrops)

LiDAR Equation due to Scattering of Raindrops in Space * Assuming coaxial type LIDAR

The received power due to the scattering of raindrops in space at a distance R from the LiDAR is expressed by the
LiDAR equation below. It considers the reflection (scattering) from raindrops to be from a detection volume
existing in space. And it considers the term (transmittance) T that represents the attenuation by rain and the term

(reflectance equivalent value) p that represents the reflection due to the scattering of raindrops.

[m?]

light-receiving 1 distance : R[m] i detection
aperture area ¢ "1 volume
Agx= Trpy” i

LiDAR parameters affecting
detection volume
* beam divergence angle : 6
* minimum spatial resolution : AR
LiDAR o 5 o 5 E (Determined by laser pulse width
> and wavelength)

radius 1py

E beam divergence angle :0

Prx : emitted power[W]
Prx (raimy - Teceived power from raindrops [W]

_ RX T : Spatial transmittance of raindrops
P, RX(rain) (R ) =P Tx * R2 *pox T p : Reflectance equivalent value of raindrops [sr]

Factors Affecting Spatial Transmittance T due to Factors Affecting Reflectance Equivalent Value due
Raindrops to Raindrops
* Precipitation, raindrop distribution * Precipitation, raindrop distribution
(raindrop size, raindrop velocity) (raindrop size, raindrop velocity)
* Distance at which scattering occurs * Distance at which scattering occurs
- Wavelength of the LIDAR + Beam divergence angle, pulse width, wavelength
155

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.



Signal not from recognition target
(Reflection from raindrops)

. . . . . * A i ial

LiDAR equations when the reflection from the target is attenuated by raindrops SSUTIITAS coaxia
type LIDAR

The received power when the reflection from an object (target) at a distance R from the LiDAR is attenuated by

raindrops 1in space is expressed by the LIDAR equation below. It is the one representing the reflection from the

target (reflectance (BRDF)y) multiplied by a term (transmittance)T representing the attenuation due to raindrops.

light-receiving
aperture area
Arx= Tpy?

distance : R[m]

surface normal :n ¢

radius rgpy

Target

= reflectance @y

Prx : emitted power[ W]
Prx (ainy : TECEIVEd power from raindrops [W]

_ RX T : Spatial transmittance of raindrops
PRX(TaTget) (R) = Pry * _R2 xy*cos(P) *T v: Reflectance of target(BRDF) [sr!]

Factors Affecting Spatial Transmittance T due to Raindrops
= Precipitation, raindrop distribution
(raindrop size, raindrop velocity)
* Distance to the target
* Wavelength of the LIDAR

In case of Pry raim(R) 2> Pry (rareen(R). false point due to raindrops occurs at that beam.

E.3.3.2 Relationship Between Principle and Causal Signal not from recognition target
Factors of Perception Disturbances (Reflection from raindrops)

E.3.3.2.1 Causal Factors based on Principle

Causal Factors of Perception Disturbance due to Rainfall and their Parameters
(Phenomenon, Principle, Causal Factors)

Phenomena that occur as perception disturbances due to rainfall are the attenuation of reflected light from the
recognition target and non-detection (shielding) of it due to the occurrence of rainfall false points in space.
The phenomenon parameter is the received intensity from the recognition target

while it’s raining.

In this case, the causal factors are organized into four categories: "recognition target", “ego-vehicle’s
position/orientation and recognition target’s position/orientation", "rainfall condition", and "LiDAR

specification".

The following page summarizes the relationship between phenomenon parameters, principle parameters
related to them, and causal factors and causal factor parameters.

The received intensity from the recognition target while it’s raining is related to two phenomena: the

reflection from the recognition target, which is attenuated by rainfall, and the effect of the false points due to
the scattering of raindrops in space.
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Phenomenon Principle
parameters parameters

— Reflectance of target —_

—— Incidentangle to target

—=—  Distance to target

—{ Spatial transmittance F

Signal not from recognition target
(Reflection from raindrops)

Causal factor

parameters

color (brightness) .
material

Shape of target ~——

Relative orientation
to target

Relative position
to target

received intensity from

the recognition target —
while it’s raining

Principle parameters that |
affect reflections from

Precipitation |

recognition target |

Raindrop size |

Causal factor

Recognition target

ego-vehicle’s
position/orientation
and recognition
target’s
position/orientation

Rainfall condition

——| Spatial transmittance !__ | Raindrop velocity |
Reflectance

L1 | equivalent value of | | I
raindrops 1 1 ‘Wavelength |

Principle parameters that

|Beam divergence angle|

affect the generation of false

points due to raindrops |

Laser pulse width |

LiIDAR
Specification

E.3.3.2.2 Parameter Range

Signal not from recognition target
(Reflection from raindrops)

Parameter Range of Causal Factor : Rainfall Condition

The parameter range related to the causal factor "rainfall condition" is shown below.
Note 1) Causal factors : Recognition target, ego-vehicle and target position/orientation are subject to description
in other recognition disturbance principles, so they are omitted here.

Note 2) Causal factor: LiDAR specification is out of the scope for description of this page because the parameter
values intrinsic to the LIDAR hardware used should be set for validation.

Causal Principle Causal factor .
Parameter range Explanation (or reason)
factor parameters parameters
Precipitation 0 ~ 50mm/h Op.era‘lu?nallclondltlon of Hitachi BRT bus
while it’s raining
Spa.tial Raindron size 01 ~ Smm From measured data example at the rainfall
transmittance P ; - experiment facility (Note 3)
Rainfall Raindrop velocity 0.1 ~ 10 m/s same above
condition i iti i i
Precipitation 0 ~ 50mm/h Op.e:ra‘.tl(’)nal.cgndltlon of Hitachi BRT bus
while it’s raining
Reflectance -
equivalent value Raindrop size 0.1 ~ Smm From .measure(li _data examﬂple at the rainfall
of raindrops experiment facility (Note 3)
Raindrop velocity 0.1 ~ 10 m/s same above

Note 3) This range was set based on the ramndrop size and velocity distribution data measured using a distrometer at the
Large-scale Rainfall Simulator of National Research Institute for Earth Science and Disaster Resilience (NIED).

- Precipitation setting 50mm/h
* Using the 2nd system nozzle
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E.3.3.2.3 Evaluation Scenario (Reflect

Signal not from recognition target

ion from raindrops)

Scenario F-1

Evaluate based on “a vehicle cut-in on a straight road” scenario [Picture] |

[Outline]
* Recognition target: Cut-in vehicle
* Set the rainfall condition within the following parameter range
* Change the reflectance and shape of the target

For the items marked with (*), select the evaluation

(®Relative speed
(@Lateral cut-in speed

@Reflectance i

(T)Precipitation
(@Raindrop size
(3Raindrop velocity
ol
Preceding vehicle
=Recognition target

I Cut-in

(®Shape

[PaIﬂInetel'S] conditions from the description range. I

- Rainfall (DPrecipitation (*) 0 ~ 50 mm/h I _—

£ & | condition I I I |

&3 (2Raindrop size (*) 0.1 ~ 5mm |

g ———

= & . s T

S~ (3Raindrop velocity (*) | 0.1 ~ 10m/s ®Relative position
Recognition | @Reflectance Coating material =black, white I I I I I
target effect pigment (metallic/pearl) I | | I

B (BShape Vehicle=passenger car, motorcycle

B

=8 (@ Speed o |

g - " - D

= (BRelative position Range defined under the traffic flow scenario, egb vaal I I I

B § not determined here i

LT 3

g § (DSpeed of ego vehicle Maximum speed defined within the ODD fr 3 Vehic!e I

A _ . .
(@ Relative speed Range defined under the traffic flow scenario, Road shape = straight line

not determined here Road width=3.5m

(OLateral cut-in speed

Scenario F-2 (Reflect

Signal not from recognition target

ion from raindrops)

Evaluate based on “a vehicle cut-out on a straight road” scenario

[Picture) |

[Outline]
* Recognition target: Stops after the preceding vehicle cut-out
* Set the rainfall condition within the following parameter range
* Change the reflectance and shape of the target

For the items marked with (*), select the evaluation
[Parameters] " ) L |
conditions from the description range. R
Statio

Raillfa.ll (DPrecipitation (*) 0 ~ 50 mm/h Reco!
5 » | condition
R ——— |
£ B (2Raindrop size (*) 0.1 ~ 5mm
ER: |
g3 . ;
o (3Raindrop velocity (*) | 0.1 ~ 10m/s

Recognition | @Reflectance Coating material=black. white |

target effect pigment (metallic/pearl)

(B®Shape Vehicle=passenger car, motorcycle I I
z
g g (BRelative position Range.defmed u.nde1_’ the traffic flow @Sp roe ol
= g scenario, not determined here -
a2 ego vehicle
£ % | @Speed of ego vehicle Maximum speed defined within the ODD =
58 I
= i
& (BRelative speed Range defined under the traffic flow \
scenario, not determined here
(@Lateral cut-in speed
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(DPrecipitation
(2Raindrop size
(@Raindrop velocity

ay

object=
nition targ

(@Lateral cjt-out l;peed
of preciding vehicle

Cut-out

Relative speed of
pre; edi]lg vehicle

Preceding vehicle |
Lo

®Relative
position

J‘ E’gu vlehil:lJ I

Road shape = straight line
Road width=3.5m
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Scenario F-3

Signal not from recognition target

(Reflection from raindrops)

Evaluate based on “a vehicle decelerates on a straight road” scenario

[Outline]

[Picture]

* Recognition target: Decelerating vehicle
* Set the rainfall condition within the following parameter range
* Change the reflectance and shape of the target

For the items marked with (*), select the evaluation

[Pal'ametel'sl conditions from the description range.
Rainfall (DPrecipitation (*) 0 ~ 50 mm/h
5 » | condition
S B - -
& 2 (2Raindrop size (*) 0.1 ~ S5mm
GRS
%] (3Raindrop velocity (*) [ 0.1 ~ 10m/s
Recognition | @Reflectance Coating material =black, white
target effect pigment (metallic/pearl)
(©Shape Vehicle=passenger car. motorcycle
5
g 5 (BRelative position Range defined under the traffic flow scenario.
E = not determined here
% % (@Speed ofego vehicle Maximum speed defined within the ODD
g8
= (®Relative speed (initial) Range defined under the traffic flow scenario.
not determined here
(©@Deceleration speed

Pedestrian Scenario

Evaluate based on “Pedestrian crossing” scenario

[Outline]
* Recognition target: Pedestrian

* Set the rainfall condition within the following parameter range
* Change the reflectance and shape of the pedestrian

For the items marked with (*), select

(DPrecipitation
| (@Raindrop size
(@Raindrop velocity

T
- |
(®Relative speed (initial)
@]becelt]ratic,n sqeedl

N lPreceding TehiclL
=Recognition target

®Relative |
position

|
‘ Eglo veiicle | |

Road shape = straight line
Road width=3.5m

Signal not from recognition target

(Reflection from raindrops)

@ Shape I I | T

[Picture]

@Reflectance ﬁv =Recognition target
B ®Crossing speed

| (DPrecipitation
| (@Raindrop size
| | ®Raindrop velocity

Pedestrian

(QRelative position of | | I | |

occluding object

of pedestrian

[P?’I?m'lewfsl the evaluation conditions from the description range.
g z Rainf.'alll (DPrecipitation (*) | 0 ~ 50 mm/h
g Té condition (@Raindrop size (*) | 0.1 ~ 5mm
g g (PRaindrop velocity () | 0.1 ~ 10m/s
Recognition | @Reflectance Clothing color=black, white
target Material = cotton. polyester, leather
(B)Shape Conforms to the target shape of the NCAP
Pedestrian test (adult/child)
(BRelative position | Range defined in the NCAP CPNO scenario

(@Speed of ego vehicle

Maximum speed defined within the ODD

(®)Crossing speed of pedestrian

Range defined in the NCAP CPNO scenario

Parameters required
For evaluation

(ORelative position of occluding

Longitudinal: 1.0m before pedestrian crossing

object Lateral:3.0m left from vehicle center position
({0Shape of occluding object Longitudinal length: more than 10m
Lateral length: 2m  Height: 2m
159

®Relative
position

(®Shape of occluding object

@Spedd of
1 lgo vehiclJ |

Road shape = straight line
Road width=3.5m

| (@Relative position of occluding object
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E.4 Principle models and evaluation scenarios of Camera

As examples for Camera, following 3 of principle models and evaluation scenarios of perception disturbances
are described.

Hidden (image cut out)
Low spatial frequency / Low contrast (caused by spatial obstruction)

Overexposure
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E.4.1 [Camera] Hidden (image cut out)

E.4.1.1 Phenomenon and Principle

E.4.1.1.1 Phenomenon

(image cut out)

Hidden

The recognition target is partially or fully cut off due to hiding by an object or due to moving
out of the FOV, leading to a loss of information required for extracting features. It leads

False Negative or position error.

Example

Hidden due to an obstruction on the road (incl. other traffic participants)

Another traffic
participant or road
structure exists
between the ego
vehicle and the

Hidden due to being dirty

The screen is hidden
due to the windshield
or camera lens being
dirty

recognition target, thus
obstructing the traits

of the recognition Hiding due to being outside of the FOV

target

Ve

E.4.1.1.2 Outline of the Principle

When part of the
subject falls outside of
the camera’s frame,
resulting in the same
situation as hiding

Hidden

(image cut out)

When the recognition target is partially hidden, the camera’s recognition function may not
be able to properly extract features. Even if features can be extracted, the identification
function will not be able to match the learning data, resulting in an error in recognition (non-

detection or incorrect classification).

Image
—
A Hiding
Region & Amount

The position and the number of
pixels in which hiding is occurring
within the frame of the recognition

target

NI

PES=aN
& )|

PES=N
0L A <

Extract Features Ide

ntification

| data

One
frame

Time

Temporary

Multipl
e

2N
lm:u ‘ % frames

t

: Learning

Result:
» Classification “car”

This is then passed

’ Detected data on for

estimation”

Continuous

jE=m=N

“position

‘Gradually changing
Suddenly changing

BEEESSSENN
LT 2

4

L
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Causal factors based on the principle

Hidden
(image cut out)

Ph Mod 4 B c
enomenon Mode
1 \ 2 1 \ 2 1 [ 2
Amount | Defined by the principle for each sensor |
Degee Full area within frame Attached to the recognition target Attached to the frame
Region Partial hiding of the The recognition
recognition target target enters the
hidden frame
\;ﬂ;‘ﬁ;? g;ﬁiﬁie | Range of change defined by the principle/causal factor |
Continuous Tempora Continuous Tempora Continuous Tempora
porary porary porary
Time
Duration AmountRegion AmountRegion AmountRegion Em?min_n\ AmountRegion AmountRegion
L Time(t) LA—T‘M[—L Time(t) | — ' » Time(t) L/\
The full area of the | The full area of the A foreign object The change point Thc_frame.is h The_frame_ is
frame is frame is has adhered to the between the state of partially dirty, pa_m_ally dirty, but
continuously continuously hidden, | gurface of the being hidden and and this is not this is then removed
C 1 hidden. and is not butis then removed | recognition target the state of not removed by the wiper blades,
ausa. by the wiper blades. being hidden cte.
removed
factors and etc.
Evaluation
Scenario
Hidden

(image cut out)

If correct feature extraction is not achieved, the size, orientation, and position of the object
cannot be detected correctly. In addition, if the orientation and position are not detected
correctly, errors will occur in tracking, causing recognition errors in estimated position and

velocity.

Example

Assumed position

The preceding vehicle cuts in

Mismatch in position
X
X

Direction

of travel
Assumed

position Actual

position

Actual position

Preceding
vehicle Position of

ego vehicle
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E.4.1.1.3 Principle Model Hidden

(image cut out)

Relationship between internal and external models

Internal to External to
Phenomenon
Camera Camera
Hiding of the Extract property information The hght. ray travels siraight and " -hldden
. . . by an object other than the recognition
recognition target  and identify aroet
ocecurs Extract . arge
feature a o &
information

Other traffic
participants or
road structures, etc.

Dirty camera or
windshield, etc.

recognition
) _] target Hiding

i Detected data recognition
target

Hidden
(image cut out)

Internal to Camera

Several techniques exist for extracting trait information and for identification, and therefore
cannot be specified. However, here we provide examples of some classic techniques

[Detect Shape] [Detect Figure]

The differentiation operator Straight line detection, curve
Extract . is approximated to extract detection (Hough transform)
feature E the trait points, corner points,

and edges, and then unique [Detect Region]

analysis, extreme value Divides the area of the image/cut

search, etc. are conducted. out the area of the target and

E.g. edge detection, corner distinguishes it from the remaining

detection, blob detection, etc. area.

’. Learning data  The process for screening points which are highly similar to

Identify the learning data.
o E.g. template matching, detection based on color, detection
------- - Detected data  ysing edges, matching of trait information.
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External to Camera

The light ray travels straight and is hidden

by an object other than the recognition .

target

' < v

Other traffic
participants or road
structures, etc.

Dirty camera
or windshield,
etc

E.4.1.2 Causal Factors based on the Principle

recognition
target

Hiding recognition
target

Hidden
(image cut out)

<Model directly related to recognition error >

Use a model where light emitted from the
object (including reflected light) travels
straight through a constant medium.

<Model related to recognition error, however
impact is minimal (for reference) >

Refraction occurs on the border of a medium,
such as a glass surface or rainwater, ctc.

A phenomenon known for electromagnetic
waves (incl, visible light). Strictly speaking
there is diffraction, however, based on the
degree of impact it is not considered as a
problem causing hiding error

Hidden
(image cut out)

E.4.1.2.1 Relationship Between Principle and Causal Factors

Phenomenon Principle
Parameter Parameter
4 . recognition
}I:.aé'.‘ual target
iding s .
H
N iding object y
Hiding
position of
recognition
target
Hiding
Region &
Amount

Causal Factor
Parameter

Causal Factor

—| FoV range

I— Ego vehicle/Sensor Camera frame

Ego vehicle/Sensor

Type of
|| hiding
object

Structure of ego vehicle
Ego vehicle/Sensor
A%herence of foreign object
Surrounding environment
structires, ete

1?%'5 lﬁg(gﬁﬁs{g\zir’omnem

Surrounding envirormnent
Traffic participants. structures

object [m]
[traversing
direction]

[Position of hiding

recognition targer. .
Adherence of foreign object

Surrounding environment . . X
Position of hiding object [traversing direction]

|_] Position of

recognition target [m]
[traversing direction]

recognition targer.
| Posifion of recognition target
[traversing direction]

Surrounding environiment

Hiding rate [%]
of recognition
target

—1 Size of hiding object

Hiding area [m2]

Szn’mzmriinﬁ_erlrvirom.nenf L
Position of hiding object [direction of travel]
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Size of recognifion target

L] recognition targer.
Posifion of recognition target
[direction of travel]
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E.4.1.2.2 Causal Factors

Recognition

Hiding  Background

object

Recognition target

Hidden
(image cut out)

Hiding scenario

is hidden
|
| ]
‘ Ego vehicle/sensor | ‘ Surrounding environment | ‘ Recognition target
| | | | | ]
Structure Camera Adherence Road Traffic Floating Position of Size of Adherence
of ego of foreign structures participant/ objects recognition recognition of foreign
vehicle object structures target target object
T
Camera "4 .
Change in incline I I I ‘E s
Hiding object Position Size of
Uniform of hiding hiding
distribution object object
I | .-
Position of Size of Position of ; i ;
adherod dhered hiding object Size of hiding object
foreign object foreign object I 1
Position of Size of
4 adhered foreign adhered
object foreign object

Hidden
(image cut out)

Ego vehicle/sensor

Affects (imera
s Saan

Outside of FOY  Position of the recognition
target ]

Ego

Faees

Size of the recognition target

—

Adherence of foreign object

Blind spot

1

] (

Road shape ]

Surrounding environment

Affects all seiors
L~ -3 &

{Surr

i urrounding vehicles Road structures Shape ofroad
= -5
H e [

| o = o —

i

-

For recognition targets within optical blind spots, A
evaluation is to be focused on:

+ At what degree of visibility will recognition occur

*  What is the response speed for start of detection

‘Full hiding scenario’ is to follow
‘blind spot scenario’

Floating object

L o)

gSaTe— (|- A [ '
(overall) =

me
Sy "~ - Sl

N

om

100, 2mm
!ﬂ"ﬁ’:ﬂﬂ

somm[wrrix]

o,
—ma

recognition target
Affects all sensors

e b,

Adherence of Mode B
foreign object

The range of fine particles which dominates
optical impact (scattering, absorption,
reflection) is to be considered under “low spatial
frequency and low contrast”
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Hiding

Hidden
(image cut out)

¢ (]
Functional ALKS Scenario Lane Traffic | Moving Object | Obstruction | Environment
Scenario Information on Road
g 7 e,
g,ﬂ = 1] & 5 7] 3 © © g
Elg|l gl5| 82 <lo 2|1 2|2 - | g
HHE B EREEHERHEERE
B2 % ele|E 2528 2|8 EE 2|8
ug%%gwsgﬁﬁuﬁéggo
Ble |2 |E|2|w|E]S £l=| 8 @ 5|2
35 M| = 2|85 £18 v, o
< = 5
F-1 Cut-in
O [GlNelXe) O
F-2 Cut-out
O O]l Ol0|0|0 @]
F-3 Deceleration I
wo:l' (;x'lﬂxmw.‘ O O O O O
dG/dt vehide
F-B1-14 Lane-keeping
= ololo|o o|o
F-4 Blind-spot (Vertical)
e O Q|0 Q|0
i .Y

E.4.1.2.3 Parameter Range

Hidden
(image cut out)

Structure of ego vehicle

Phenomenon | Principle Causal Factor Causal Factor Parameter Range Conditions
parameter Parameter Parameter STEP 1 STEP 2
Amount / Hiding FoVrange Ego vehicle/sensor Depends on camera used by test subject
Regjon position of the Camera frame
::rcgogm on Type of hiding object | Ego vehicle/sensor Wiper blades. bonnet

Ego vehicle/sensor
Adherence of foreign object

Dirty windshield 0 to 100[%6]

wiper blades

Dirty but wiped off with

Edges of the image are

dirty

Surrounding environment
Fleating objects

Uniform distribution
Single

Swrrounding environment
Road structures

Road’s vertical incline 6[%6]

Surrounding environment
Traffic participants. structures

Traffic participant - vehicle
Structure : side wall

Position of hiding
object [m]
[traversing direction]

Surreunding environment
Position of hiding object
[traversing direction]

Ratio of wrapping 0 to 100[%)]

Rate of hiding of

25[%]. position in

recognition target approx,

traversing direction

Rate of hiding of
recognition target
approx. 50[%)]. position
in traversing direction

Position of recognition
target [m]
[traversing direction]

recognition target
Adherence of foreign object on
recognition target

Dirt

recognition target
Position of recognition target
[traversing direction]

Position relative to the hiding object

Rate of hiding | Hiding area [m2]
[%6] of the
recognition
target

Surrounding environment
Size of hiding object

Size of two-wheeled motor vehicles to
large-sized truck

Hiding by a light vehicle

Hiding by a large-sized
truck

Swurreunding environment
Position of hiding object
[direction of travel]

Appropriate distance between vehicles
according to speed

recognition targeft
Size of recognition target

Passenger vehicle

recognition target
Position of recognition target

[direction of travel]

Appropriate distance between vehicles
according to speed
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The Hiding Position

An obstruction
to recognition

.............

1. An obstruction to recognizing the profile of R \

the target. The difference in contrast to the Partial hiding

background disappears. The profile is hidden. ..

. .. Recognition
2. An obstruction to recognizing the features of tar
LT get
the target. The traits identifying the -
. . ; Hiding
recognition target are hidden (in the case on object

the left this would be the tail lamps and the

license plate)

Impact according to the type of hiding object

An obstruction to recognizing the profile of the subject

None

Obstructed

None

An
obstruction to

recognizing
the features

Obstructed
of the target struete

E.4.1.2.4 Evaluation Scenario

E.4.1.2.4.1 Cut-in

Hidden
(image cut out)

J

Mandatory evaluation scenario

Evaluation of @ (@)

which hides features is a must

Note) Including hiding of C&D at the same time

Position of hiding

O | i - ®
@_ L - @

Hidden
(image cut out)

The object to be recognized enters the front of the own lane at a constant lateral speed from a position

where the field of view is restricted by an attached object.

Ego

Challenging.vehicle

Parameter Variable/Fixed Range Explanation
Distance to the target Variable Longitudmal position dx0 [m] Cut-in distance at the slowest velocity to
the maximum sensing distance of the sensor.
Lateral position y0 : 3.5[m]
Relative velocity to the Variable Longitudinal velocity Vo0-Ve0 Fastest and slowest velocities with respect
target [kph] to the preventable criteria in ALKS.
Lateral velocity Vy [kph]
Type of the target Fixed Shape: sedan Since the scenario is specified by the hiding
Color: White ratio, it does not depend on the size and
shape of the object part. Select a standard
object.
Degree of hiding of the Variable In relation to the bounding box of |*In case of "initial 100[%]", the final value
detection-target due to the detection-target depends on the scenario (as a rule of thumb,
adherence of foreign object @ Initial50[%] — Final0[%)] determine the size of the hiding to be close
@ Initiall00[%] — Final50[%]* |to 50[%])
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Supplementary of Cut-in Scenario

Hidden
(image cut out)

In a cut-in scenario, consider a situation where a target that is partially or fully hidden becomes an ACC
target by entering your lane.

Wind-Shield

Entrance Pupil FO

Optical Axis

Challenging_vehicle

Whether or not the position and distance
after the cut-in is correctly output will
determine whether or not it is safely
controlled.

Although the hiding rate of the final position is

Since the distance between the entrance pupil and

the windshield is constant, once the initial target
position and the hiding rate are determined, the
limits on the size of the hiding are determined.
Since the position of the hiding object is arbitrary,

»

ratio.

the size is not uniquely determined (it can be
larger than the viewing angle to the target).

E.4.1.2.4.2 Cut-out

determined by the scenario, it has a certain range
depending on the placement of the hiding.

It is desirable to set the size and position
as close as possible to the final hiding
ratio while adhering to the initial hiding

Hidden
(image cut out)

The recognition target cuts out from the position where it is hidden. The recognition target in the
foreground was partially visible, while the recognition target in the background, which exists farther away,

is more shielded.

detection-target due to
adherence of foreign object

the detection-target
@ Initial50[%)] — Final[0%)]

Parameter Variable/Fixed Range Explanation
Distance to the target Vanable Longitudinal position dx0 [m] Cut-out distance at the slowest speed
Longitudinal position dx0 f [m] to the maximum sensing distance of
- the sensor.
Relative velocity to the Variable Longitudnal velocity Vo0-Ve0 The fastest and slowest speeds against
target [kph] the preventable criteria in the cut-out
Longitudnal velocity Vo0-V{0 scenarto.
[kph]
Lateral velocity Vy [kph]
Type of the target Fixed Shape: sedan Since the scenario is specified by the
Color: White hiding ratio, it does not depend on the
size and shape of the object part. A
standard object is selected.
Degree of hiding of the Variable In relation to the bounding box of |The hiding ratio should be set for the

vehicle ahead.
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Supplementary of Cut-out Scenario

Hidden
(image cut out)

In the cut-out scenario, when the vehicle in front that is partially hidden moves to the adjacent lane and
the previous vehicle becomes the ACC target, it is evaluated that the partially hidden condition does not

lead to a dangerous event.

E.4.1.2.4.3 Lane-Keep

If the vehicle ahead is completely occluded,
camera recognition is not possible, so this is
another case such as the occlusion detection
function. Since the problem here is the error
in the output result of the position and
distance to the recognition target due to the
occlusion, the complete occlusion of the
vehicle ahead is not included.

Drive at a constant speed along your lane in a hidden situation.

Hidden
(image cut out)

Ego
e0
—¥
d o
Parameter Variable/Fixed Range Explanation
Velocity of ego vehicle Fixed Ve0: 120 [kph] The maximum speed limit for
the high way in Japan
Width of driving lane Fixed 3.5[m] Typical lane width of the high
way 1n Japan
Curvature of lane Fixed R380
Type of the target Variable Shape: solid line, dotted
line
Color: white, yellow
Amount which the ego vehicle’s Fixed Degree of hiding : 50[%]
driving lane marking lines are hidden
due to the adherence of a foreign object
(disturbance)
Longitudinal position according to the Fixed d: 20[m]/ 60[m]/ 100[m]

center of the adherence of a foreign
object
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E.4.1.2.4.4 Blind-spot (vertical)

Hidden
(image cut out)

While driving on a sloped road surface (convex shape), approaching the recognition target in front of
own lane at a constant speed.

Detection target

Ego

5
o

Vel

o o

Vo0

MQ\»M

incline

6[%]

Parameter Variable/Fixed Range Explanation

Distance to the target Variable Longitudinal position dx0 [m] From the limit where the ground surface of the
recognition target is visible to the limit where
the top of the recognition target is visible.

Relative velocity to the Fixed Longitudinal velocity Vo0-Ve0 Follow the traffic flow scenario to be

target [kph] combined.

Type of the target Fixed Shape: sedan It does not depend on the size and shape of the

Color: white object because the scenario is defined by the

hiding rate. Select a standard object.

Road structure vertical Fixed Vertical cross sectional incline: The most severe value with reference to the

Road Structure Ordinance.
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E.4.2

[Camera] Low spatial frequency / low contrast (caused by spatial obstruction)

E.4.2.1 Phenomenon and principle

E.4.2.1.1 Phenomenon

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Rain, snow, and fog cause blurring of the contours of objects (decrease in spatial frequency).
At the same time, the contrast of the image is reduced.

Low

Spatial Frequency High
[
Vehicle .
Chart
Contrast High
Background
- _
'—8 -
g
£
>
o Position

Low
Background Background
Recognition Recognition
target fargt
|
I [ S —
Position

The degree of drop in spatial frequency and contrast of the image can be expressed with MTF.

A drop in spatial frequency can be expressed as a drop in the high frequency MTF (equivalent
Contrast 1s the difference in brightness or chromaticity between the object and the background,

expressed by the MTF reduction in all frequency bands.

MTF Properties

Contrast

Drop in contrast

E

im

Drop in spatial frequency

g = B

Intensity

to blurring).

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

and the overall contrast reduction in the image is

Original image

ow-frequency image

Intensity

——Image after drop in spatial frequency

High-frequency image

~

Coordinates

Coordinates

As spatial frequency drops. the difference between the
light and dark areas (contrast) of the chart on the high-

Spatial Frequency

MTF (Modulation Transfer Function)

frequency image (as shown above) becomes smallej

MTF is the amplitude ratio of the frequency and the input/output waves, when sine waves are input into the system.
It is the value representing the degree of gathering of light from a certain area of the recognition target, at the corresponding position in the image.
Tt allows to quantitavely test the performance of the lens, and allows testing of the image formation and contrast at the same time.
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E.4.2.1.2 Outline of the principle

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

If there is an obstruction within the space of concern then the lights reflected from the recognition target can hit that obstruction (particles) within the space,
causing scattering, absorption and reflection, resulting in attenuation prior to reaching the camera. (The degree of scattering, absorption and reflection, will
depend on the size and concentration of the particles).
The luminance scattered by obstacles in the space due to the direct luminance from the light source is added to the attenuated luminance to become the camera

incident luminance.

Camera

Phenomenon Parameter

light source

Recognition target

The length of the light waves and the | The particles are much larger than the length

size of the particles are roughly the | of the light waves
same. |
am, e 3 Py

« @ 1 -

&% A .
H <+
« @ ! ®
« b : 3 ; : ;
2 Mie scattering | Absorption, reflection

Spa[lal

frequency

spatial frequency

s N
| Contrast I .

Difference in brightness & color
| between the target and the background )

J

Covers the whole frame or is only localized ’

and accompanies the recognition target.

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Exhibit: Pxhere.com: CCO License

Amount of change
over time

Spatial frequency and contrast drop

over time (gradually or suddenly)

Temporary or continuous

How it Affects Recognition/Controls

These can become a factor for error or prevent detection of the recognition target,
when converting the image coordinates into positional information in the 3D space.

172

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.




Classified into three modes according to the range of occurrence within the angle of view.

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

» x | 5 | c |
¢ T I | 2 3 | 4 |
T 1
Ao | Categorized by error principle of sensors |
b Full area within frame Attached to the subject of recognition Attached to the frame
egree
Ol
£
g .
H o of e Gradually changes Suddenly changes Gradually changes Suddenly changes Gradually changes Suddenly changes
g
2| Time
Duration | Continous | Temporary | Continuous | Temporary | Continuous | Temporary | Continuous| Temporary | Continous | Temporary | Contimions | Temporary
— Mode A Mode B Mode C
The position of factors which could impact The position of a factor attached to the The position of a factor attached to the
the full FOV, could be anywhere in the space. recognition target, could oceur partially in frame, could occur partially in the
) E.g Fog, rain the space behind the subject of recognition. space behind the recognition target.
2 E.g. Spray up from the subject of E.g. Spray up from an adjacent lane
= recognition.
=
g
g “Tunnels™ are to be considered
£ y .
g as a factor causing a sudden
'ZE change in circumstances, as they
can change the whole
swrounding.

Visibility drops due to spatial obstructions in accordance with the principle explained thus far.

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

There are various types of spatial obstructions. Here we have categorized them by the size of their particles according to previously
mentioned principle. This is further categorized into “region”, which is dealt with in the phenomenon mode (i.e. all or partial).

(Of these categories, @) floating objects and (® flying objects are looked at under the error mode “Hidden™).

Rain
up Oer .
speed. water

Partial 2

'Discussed under ‘Hidden’

Size —
Amount of 9 (variable)
Space
Dominated @FI, 1
(insects,
Vi Concentration
All (variable

Size of particle:
(variable)

wind speed

\S
0.1[p] 100[]

2[mm] 30[mm]

Mie scatteringGeometric optic approximation

Particle size

2 Red font refers to the parameter of the disturbance
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E.4.2.1.3 Principle Model

Relationship between internal and external models

phenomenon

Low spatial
frequency of
image
Low
contrast
occurs

Internal to Camera

Model inside the camera

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Model outside the camera

- light source
Feature extraction and
identification Ego veicensor Suroungng envronment Subject ofrecognton
Feature : “ »
extraction < Light attenuation occurs
< ="\
Camera e X
The length of the light waves and The particles are much larger than the
M the size of the particles are length of the light waves
- Learning data roughly the same.” Py
identification ik .
g @
D ion . ‘
ctection data Mie scattering Absorption, reflection

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Several techniques exist for extracting trait information and for identification, and therefore cannot be specified.
However, here we provide examples of some classic techniques.

[Detect Shape]

Extract trait
information

to extract the trait points, corner points, and
edges, and then unique analysis, extreme

value search, etc. are conducted.

E.g. Edge detection, corner detection, blob
detection, etc.

[Detect Figure]

The differentiation operator is approximated Straight line detection, curve

detection (Hough transform)

[Detect Region]
Divides the area of the image/cuts out the area
of the target and distinguishes it from the
remaining area.

L
- Learning data

Identify $

Detected data

The process for screening points which are highly similar to the learning

data.

matching of trait information.
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Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

External to Camera

According to Koschmieder’s intensity attenuation model (below formula), when the attenuation coefficient (o) (= visibility) and
distance (d) increase, the apparent intensity of the target becomes closer to the intensity of the surrounding environment (intensity
of the background (sky)).

—od —od . . Source: Mori, “Fog Density Recognition by In-vehicle Camera and
L=1Loe "+ L;(1—e%) L : apparent intensity of the target Millimeter Wave Radar", ICIC vol.3, Num.5 Oct 2007

Ly targets intensity without scattering
L f: brightness of surrounding environment (intensity of the sky)

Due to the attenuation of light in the atmosphere, the contrast C of an object when viewed from a distance d is as follows.
C=e0d o: Light attenuation coefficient (dissipation coefficient) = the rate at which light intensity decays with distance

If the contrast identification limit is €0, then the below can be expressed (Koschmieder’s Law), with &0 set at 0.02 or 0.05, etc. based on experience.

1 Source : Takata, 2004, “Measuring Visibility', Japan Society of Snow Engineering Jowrnal, Vol. 3 (20)
ZIn (_) V: Visibility Takeuchi, 1991, ‘Snow Particles in Space and Visibility', Journal of Geography, 100 (2), 264-272

MOR: the distance at which luminous flux in the collimated beam from an incandescent lamp of 2700K is reduced back to 5% of

. 3.912 / - ( 0 = 0'02) General visibility meters measure meteorological optical range (MOR) defined by the World Meteorological Organization (WMO).
2.996/0 (€0 = 0.05) it original value

Therefore, the contrast is affected by the luminance of the light source, the light attenuation coefficient o, and the distance d.
Since ¢ and the viewing distance V are uniquely corresponding values, and the viewing distance is generally used to measure the viewing distance, the principle parameters are as follows.

Phenomenon Parameter ~ Principle Parameter | . A

Different li discuss the qualitati lationship between
<« ngh' attenuation coefficient () spatial obstructions and spatial frequency. However, none could be
2 = Visibility (V) —5 found
2 b E— which look at the principle model, therefore, as with contrast, the
< > parameters of
Distance (d) the principle have bee set as visibility and distance.

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Mode A Uniform Spatial Obstructions

Causal factor parameter (underlined)

The density of fog (attenuation coefficient) is generally expressed in terms of visibility, therefore the

WEE | causal factor parameters will similarly be ‘visibility’.

(2 Rain There are several literature, however visibility will change according to the intensity of rainfall.

Source : Nishimura, 2015, ‘Relationship Between Muddy Water Causing Evacuation and
P 2
E g V —_ 8807 1e_0-]R Optical Distance’, International Journal of Erosion Control Engineering, Tsukuba University.

R: Intensity of rainfall [mm/10min]

3 Snow There are several literature, however visibility will change according to the intensity of snowfall, wind speed,
etc.

-0.76 Source | Saito. 1971, “Intensity of Snow Fall and Visibiliry’.
E V _ 1 15 0 . 2 R RT Inlenﬁltv ()f Snﬂ“"fall [ h] Report of the National Research Center for Disaster Prevention.
-8 - Source * Matsuzawa, 2007, *Study Related to Improvement of
. Methods for Estimating Visibility in Blizzards", Bulletin of
Mf : Blizzard rate Glaciological Research,

vV =10"%77 log(M)+2.85 (according to intensity of snowfall and wind speed)
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Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Mode B Mode C Local Spatial Obstructions

The principle is the same as "uniform spatial obstructions," differing only in the limited scope.

Attached to the recognition target Mode B Attached to the frame ModeC

Light atenvation | 4 ¢

AhAd

YYYY

fhicient (c)
S T W
Camera * P°51'i““~fe?1m'. Camera Position, region
Winding up from the same lane Spray up from adjacent lane

Exhaust gas and spray up (of rain or snow) have been listed as “disturbances’, with the parameters
for the principle and disturbance being temporarily defined as below:

Principle Parameter Causal factor parameter Causal Factor
(V ) Exhaust gas Specify the concentration and the position/region of the exhaust gas
“For now, this will be the Position and region [
same as for “uniform — .
spatial obstructions’ Position of moving Spray up The degree and area of spray up will depend on the model
object [ (tain, snow) and speed of the vehicle causing spray up and the road
surface, therefore the disturbance parameter will be defined

- " Vehicle model and speed el o
i of moving object

Depth of water/snow

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

The luminance of a light source is determined by the spectral characteristics of the light source,
the position of the light source, and the light distribution characteristics.

Light source position

=" =N e

Principle parameter Causal factor parameter Causal factor

_ Spectral characteristics
-

-
o

Ahdd

| Light source position Iv Light sources (lights

Luminance | Spectral characteristics I‘ streetlights, sky)

Light distribution ¥
characteristics

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Impact of Light Source on Visibility

The hght source from a target (tail lamps, etc.), can become the trait information used to detect the target (especially at might).

Spatial obstructions such as fog. ete. can cause veiling of the lights, causing the intensity distribution of the light veiling to become superimposed onto the
intensity distribution of the actual light source.

(The mtensity will gradually decrease as 1t extends out away from the light source).

The intensity ratio between the veiling and the actual light source, will change in constant relationship with fog density.

Further, if the difference in intensity between the light source and the background is large, the veiling will appear more prominent.
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E4.2.2 Relationship Between Principle and Causal Factors of Perception Disturbance Low Epatiél Frequency
ow Contrast

E4.2.2.1 Causal factors based on the Principle (Caused by Spatial Obstruction)

Mode A Full frame

The below shows the relationship between disturbances (spatial obstructions) and their parameters.
disturbance causal factor

e PRk Gt PET—

3 ~ Light sources (lights, streetlights, sk
T Light source position « T 4 e (e — )
| Spectral characteristics u

| Light distribution characteristics r

Spatial Frequency ] Rainfall intensity
| Snowfall intensity
Wind speed

& 5 7
veice (- ) Visibility |« f

J Recognition target n
/ L s D
k4 @ - 5 A
) = 5 . 3 £ 3
g 5 2 & £ B 2=
Y E 2 S 7 g £ =l
5 £ g = = B .4
:\mulmt_ofclmug: per ¥ g § a £ E El 3
unit of time o : d 3 2 o
, Ugs Upe Upa g Lzl leg
| EE k-] = £ k £ EE
R REL

Low Spatial Frequency
ModeB Attached to the recognition target ModeC  Attached to the frame Low Contrast
(Caused by Spatial Obstruction)

The below shows the relationship between disturbances (spatial obstructions) and their parameters.

disturbance causal factor

Phenomenon Parameter Principle Parameter Causal Factor Parameter _
- — . { Light sources (lights, streetlights, sky) |
Light source position -
Spectral characteristics .

4' Light distribution characteristics r
Spatial Frequency (Visibility) Concentration B
| Exhaust gas
Position & region ul ;

|

Position of moving object |
Vehicle | i - I Spray up (rain, snow)
-.‘ . Model & speed of moving a _
ar W% W9 ‘

abjeet

= ,-'- foa ‘ Depth of rain, snow
i Recognition target 2
Region -~~~ | Position& {Relan‘ve coordinates (x,y) g z 3
region el 3 E Ry
- ., & =& ©°
2 F 5 E C 3 2
5 £ 5 & 5 =2 3
Amount of change per unit of | 5: E = g = § 3
time | 4 = EE—— R oh
| (lzg Lz lwgles Lealza lus
£2 22 22 22 =.,§ 22 22
I S ] oLl Bl il
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Hierarchy of disturbances based on disturbance causal factor

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Featurc Model
——® Mandstory feamres

— O Opma i
m._n Feature group candinal mumbfr

i a5 e . o )
Recognition target

O 11

| Moving object Obstruction on road

Q L.t 1.1

RE““‘_‘-“‘ Vehicle | Mnrmmc]el Bicycle || Pedesirian || Fallen object |[ Mounted
object

MadeA  Full frame
Flying objects. insects,
excluded: objects with
large diameter fall under
shielding —
-
o Spatial obstruction exists in
the space
O o1 - -
- Spatial obstmctions Artificial light I Natural light
‘ -
(3 | -
Type | | e
| Le B “Tail lamp sunlignt || Light from sky
Tunnel to
simulate “sudden” occurrence Small particle Medium Large s .
—— diameter particle paticle | Brightues Brightnes
0.1 to 100y dinmeter diameter s s
1001 10 XX 1m 3¢ mm +
Rain Flying object
Requires— | Amt of |[Visibil |[Amt of || Rainfall |[Amt of|| snowfall |[Amt of|[Amoun
N change v change || infensity || change [[ intensity. change
- — wind speed

Hierarchy of disturbances based on disturbance causal factor

ModeB  Local spatial obstructions (attached to the recognition target)
o
A

Flying objects, insects
exchuded: objects with
large dimmeter fall under
=

o
Types

bu

Moving Object

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Featuze Mods!
——® Mantatory fearuses
——O) Optional features
m..n Feamre group cardinal muenby
i g . o g = o e it

Water Snow [ Exthaust ] [ Rain spray | [snow spray up]
il cover up

Bicycle || Pedesion || Fallew object || Mounted object

| Vehicle “ Motorcycle “
/

. __ Requires’

— % Requires

Excluded, as amount of
spray up would be minimal

o [
Scaftering Aftenuation el Amount of spray up is dependent
coefficien rate urate ellectio on the mode and speed of vehicle
Jrait t 1 rate Tavunit
Water/rain must exist on the -

road for there to be spray up
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Hierarchy of disturbances based on disturbance causal factor

ModeC  Local spatial obstructions (attached to the lane)

f=u
LI

T

[

Camera recognition error

Surrounding environment

. .
Types Types

[ water i ][ Snowcover | [ Extaust | Snow spray
up

Spray up
L] CD% =

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Featuze Model
——@ Maaatery fesnces
—CO Optional feanuees

m.n Feanse group carfnal o
irie v e |

Recognition target

o1t

{ Moving Object

Obstruction on road

‘ Vehicle | Motoreycle |Bicyl:le } Pedestrian || Fallen object ” Mounted object

Requires &

Requires !
ol

. =
Scaftering  Attenuation  Attenvation

coefficient rate rate
Water/rain must exist on the
road for there to be spray up

E4.2.2.2 Parameter Range

.
Reflectio
nrate

Stiape][Relaive position] bpeed || Material Relative position
'

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Phenomenon Parameter Principle Causal Factor Parameter Parameter Range Conditions Basis
Parameter
Until limit of ODD | STEP 1 D2
Spatial frequency Visibility Visibility Fog limit of ODD[m|~ o0
[m]
Contrast Rainfall Rain 0~limit of ODD 30, 50,
intensity [mm/h] 80[mm/h]
(50[mm/10min])
Snowfall Snow 0~limit of ODD Standard until traffic
intensity [mm/h] regulations apply
Wind 0~limit of ODD
speed [m/s]
Distance Relative Recognition
coordinates | target : :
relative Refer to traffic flow scenario
position

Amount of change per unit of

o0

Dafficult to define worst case

time *Assume the exit (realistic) scenario (max
point of a tunnel or amount of change), thus for
sudden change in now is o0
weather

Duration Continuous ‘Continuous’ is more severe
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Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Explanation of the recognition targets
Targets that are similar in color to their background, have lower contrast, thus are more unfavourable (refer to the ‘low contrast’ error mode).

Set the background as asphalt, concrete (black, gray) and snow (white), and select recognition target that are the same in colour.

Types Parameters
[Calor (body color)]
Vehicles Black, Gray, White

[Color (body color, motorcyclist w:ar)]
Motoreycles Black, Gray, White

lC olor (motorcyclist wear))
Bicycles Black, Gray, White

[Color (clothing)]
Pedestrians Black, Gray, White

. Generally these are highly visible and thus are not usually low in contrast.
Mounted objects R, < hich H e
Use arrow signs and safety cones which are often found bordering lanes.

[Color] Here we use tires (car component) which are over 15cm in
Black (tire)  height and ranked one of the highest when looking at
occurrences of fallen objects

Fallen objects

Animals Road kill to be included under fallen objects.

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Derive the functional scenario by linking the ALKS scenario and the disturbance.

Functional Scenario ALKS scenario Track Traffic Moving Object | Obstruction | Explanation
Information on Road

Bicycles

Edge of road
Road surface
signs
Motoreycles
Pedestrians
Fallen objects

Road signs

Structures

Lane markings
Mounted objects
Animals

Other vehicles

Evaluates the case whereby
the moving object which
Q|0 cuts-in becomes difficult to
see due to a spatial
obstruction.

F-1

Evaluates the case whereby
a stationary object or slow
moving object which
suddenly appears becomes
difficult to see due to a
spatial obstruction.

Evaluates the case whereby
the preceding vehicle
OO0 which decelerates suddenly
becomes difficult to see
due to a spatial obstruction.

F-3

F-B1-14 Lane Keep Evaluates the case whereby
o a lane marking becomes

difficult to see due to a
spatial obstruction.
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E4.2.2.3. Evaluation Scenario

In the real world, disturbances can occur in combinations. Below are the combinations taken from the feature model.

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

Rain drop adherence to the front of the sensor during rain, leads to “refraction’ error, however it is included here as it may occur in conjunction with another.
*Multiple spatial obstructions could occur simultaneously, however they have been excluded for now.

Scenario | Vehicle/Sensor Swrounding environment Notes Mode
. In front of sensor Spatial i 1A target Light source

Rain drops Snow Fog Rain Snow Spray up Exhaust

(Refiaction) | (Shielding)
0l * ® O ® * *® *® Day A
02 x C X x Night
03 X X O X X O X Day AB
04 x O x O E Night AB
05 P ® O ® % Day AB(C)
06 D % % O X * Night AB.(C)
07 o x x (0] x * Day 05 is harsher A(C)
08 Q x x o x * E Night 06 is harsher A(C)
09 x O % x C o] X Day AB.(C)
10 x C * * Q O % Night AB.(C)
11 % O x x o] x ® Day 09 is harsher AB
12 X (0] X X (o] i i Night 10 is harsher AB
13 b % ORain x Day B
14 x x x x x (ORain x Night B
15 X % % % X OSnow * Day B
16 x x x x x OSnow ® Night B
17 % * x x x ® O Day B
18 x x x x x x @] Night B

Scenario F-1

Evaluation based on a ‘Cut-in on a straight

road’ scenario

4. Light source

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

3t

Re

7. relative velocity

8. Cut-in lateral veloci

6. relative position

1. In front of sensor | Rain drops
Snow
5 2. Spatial Fog Visibility 10m~ lkm
E obstruction Rain Rainfall intensity
g 0~limit of ODD
; Snow Snowfall intensity 0~limit of
2 ODD
= Wind speed 0~limit of ODD
?“. 3. Accompanying spray up
© | Spatial obstruction | ypaust gas
4 .Light source Day
Night

5. Speed of ego
vehicle

Not decided here because of the scope of
definition in the traffic flow scenario.

6. relative position

7. relative velocity

8. Cut-in lateral
velocity

Parameters required for
evaluation

1. In front of sensor
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cognition target: Actor Vehicle

3. Accompanying
Spatial obstruction

2. Spatial obstruction

Road shape = Straight line
Road width 3.5m
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Scenario F-2

Evaluation based on a ‘Cut-out on a straight road” scenario

Causal factor parameter

1, In front of sensor Rain drops
Snow
2. Spatial obstruction | Fog
Rain
Snow
3. Accompanying spray up
Spatial obstruction Exhaust gas
4.Light source Day
Night

5. Speed of ego
vehicle

6. relative position

7. relative velocity

8. Cut-out lateral
velocity

Parameters required for
evaluation

Not decided here
because of the scope
of definition in the

traffic flow scenario.

Scenario F-3

Evaluation based on a ‘Deceleration on a straight-road scenario’

1. In front of sensor | Rain drops

Snow

é 2. Spatii?l Fog

s obstruction Rain

é‘ Snow

‘% 3. Accompanying spray up

3 Spatial obstruction | Eyhaust gas

5 4, Light source Day.~ Night

5. Speed of ego
vehicle

6. relative position

7. relative velocity

Parameters required
for evaluation

Not decided here
because of the scope
of definition in the
traffic flow scenario.

Low Spatial Frequency
Low Contrast

4. Light source (Caused by Spatial Obstruction)

Recognition target: Stationary object (Okm/h)

7. relative velocity
8. Cut-out lateral velocity

Preceding Vehicle
7 Cut-out

3. Accompanying
Spatial obstruction

2. Spatial obstruction

Road shape = Straight line
Road width 3.5m

1. In front of sensor

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

g et |

Recognition target: Actor Vehicle

6. relative position
7. relative velocity

- Road shape = Straight line

Road width 3.5m
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Scenario F-B1-14

Evaluation based on a ‘Lane Keep on a straight road’ scenario

1. In front of Rain drops
51 sensor
5] Snow
£
=} .
‘g 2. Spatial Fog
w | obstruction -
£ Rain
&
= Snow
3
& | 3. Light source Day.~'Night

4. Speed of ego
vehicle

Parameters required
for evaluation

Not decided here
because of the scope
of definition in the

traffic flow scenario.

Low Spatial Frequency
Low Contrast
(Caused by Spatial Obstruction)

;| 3. Light source

Recognition target: Parcel line

ﬁ 2. Spatial obstruction

4. Speed of ego vehicle

1. In front of sensor
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Road shape = Straight line
Road width 3.5m
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E.4.3 [Camera] Overexposure

E.4.3.1 Phenomenon and Principle

Overexposure

E.4.3.1.1 Phenomenon

When the bright area within a frame exceeds the upper limit of intensity (upper limit of the dynamic range) which the camera
can express, the camera will no longer be able to express the difference in intensity (tone) causing a deficiency in information

and ultimately a non-detection.

Example

Overexposure of the vehicle ahead due to Overexposure caused by the
the reflection of the test vehicles headlamps sunlight at the exit point of a

The whole area of the
preceding vehicles becomes
white, making it difficult to
make out any profiles

The background shines
white making it difficult
to make out profiles such
as license plates

E.4.3.1.2 Outline of the principle

Overexposure

If Overexposure occurs in part of the recognition target, the recognition function of the camera may not be
able to extract features correctly. Or, even if the features can be extracted, the identification may not be able

to match the learning data, resulting in poor recognition (non-detection or classification error).

Region Amount
The number of pixels in which If over threshold then
Overexposure is occurring within Overexposure
the frame of the recognition target

No occurrence  QOccurrence

Time
Temporary Continuous
Gradually changing
= HHRT ] Suddenly changing
ks E GEE ] N
One |[LUTE] 4 Multiple T H
frame LNPSESEER | frames L}
EEIEEIEN Ll
. L msnm | .
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Causal factors of the disturbance based on the principle

Overexposure

Ph Mod 2 L S
enomenon Mod
1 | 2 1 [ 2 1 | 2
Amount | Define by each principle of the sensor |
Deared Attached to the recognition target Attached to the frame
k Partial Overexposure o Recognition target enters - =
Region in the frame of the j the frame where |
recognition target ) Overexposure is occurring D s
AI:::,:; i;ﬁie | Define the range of the amount of change by principle/causal factors |
- Continuous Temporary Continuous Temporary Continuous Temporary
1111 T I e et L e el b e
Duration | ;AmowtRegon Amount Region Amount/ Region AmountRegion Amount Region Amount/Region
J_C Time »LA—HW J_£ Time »—I—A—rﬁne Time W_]_A,_r;me

r

Causal factors
and
Evaluation
Scenario

Oout of scope

In order for
Overexposure of the
full frame to occur
continuously, the full
frame will need to be
covered by the size ofa
spot light.

This has been excluded.
as it is deemed not

Out of scope

\Scenario whereby an
\intensity which could
1cause Overexposure of
'the full frame, spreads.
:and exposure control
1camot keep up.
'Exposure control
‘cannot keep up at the
:exit point of a tunnel

Scenario whereby a
strong intensity
continues and is
attached to the
recognition target

Recognition target is the source
of the strong intensity light

M'—[;]

1 Reflection from the recognition

r
1
1
1
1
1
1
1
1
1
|
'
'
'
'
'
'
'

7 S
Scenario whereby exposure
control cannot keep up
with transient intensity.

Recognition target is the light

etc) ey

While overexposedCase
where recognition target enters

possible for this to
occur in the scenario
where the ego vehicle
is following the
preceding vehicle.

ey

E.4.3.1.3 Principle model

Outline of the principle

| target due to a strong light
! source

T
L "=

|
I
I
I
I
I
I
I
I
| source (comes from shielding object,
I
I
I
I
I
I
I
I
I

wor | 1IG@'D)
source - - -
-y SRl
Reflection from surrounding
Tight source (low=rhigh, etc.)
)
Overexposure

Overexposure is a phenomenon which occurs when the ‘range of intensity in the scenery’ is greater than the
‘camera’s dynamic (intensity) range’ as adjusted by the exposure control.

Basic Principle

Exposure control identifies the difference in the average intensity of the previous frame (within the area where
light is measured) to the target intensity, and determines the intensity range (Setting values for aperture,

shutter-speed, gain, etc.).

The intensity range within the frame is allocated to the above intensity range in order to express color.

Optical system

Diaphragm Lens

Diaphragm

Image sensor

Photoelectric

Filter converter
N

\I;\‘
| »
| »

Stored charge

Range of intensity
within the frame

Tone

(exposure time)

Exposure control is conducted

the area where light is
measured meets the designed

d > i > target 1
intensity range
AD _
) o ADD || erter] | Where light S measured Exposure
control
e .
> > J:,_ Intensity [cd/m2]
) Dynamic (intensity) range of camera

Shutter Gain x

Calculated using the average intensity from the previous
frame (within the area where light is measured)

%1 Details of control differs depending on manufacturer

185

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.

so that average intensity within




Overexposure

Mechanism of malfunction

Range of mtensity
within the frame
Image sensor

Optical system Photoelectric ~ Stored charge
Fllter\ conve rter
Diaphragm Lens 1 > =N >
A AD Overexposure b? Exposure
M B B AP converter APOSUre by control
amount of
I > o) i > saturation
Intensity [cd/m2]
‘Dynamic (intensity) range of the camera'
Diaphragm l Shutter Gain
TImage sensor Stored Match exposure

Filter Photoelectri charge
~ c\convener

Diaphragm  Lens \I > ; » »

| » =>i>AmP omverter
RIE=F

Optical system

Overexposure
continues by amount
of saturation

Dynamic (intensity) range of the camera
after exposure control

Relationship between internal and external models Overexposure
Phenomenon Internal model of a camera External model of a camera
The difference between the )
Overexposure is saturation value (calculated by the Light source
emerging at a dynamic range) and the pixel value [ ....' ? Light source is a

recognition target (caleulated by intensity of each pixel recognition target

Light source

from the intensity of each
g 3\\ plxgl within the frame m
Ao i () @
@ Determine saturation RGﬂGCthI’l
/

] ﬁ
N

@ Calculate dynamic - “4,_/——’ ! l
range from average (J @

intensity within the

@ Calculate pixel value

Recognition
targets and light
sources overlap

metering area

@ Calculate pixel value from the :
n intensity of each pixel within the frame ...‘

S;:Z’.ggsalffhés R ¢ Reflection target (puddle etc.)

image angle @ Detection saturation nght and Shade E : E

—), | Intensity
A s
@ Culculate dynamic range m @

from average intensity with
the metering area
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Internal to Camera

Overexposure

@ Calculating pixel value
Pixel value (R,G,B) =
Intensity of each pixel [cd/m2] x Rt[ms] X G X Wgx Ex K
Rt : Exposure time [ms] Wg : White gain (fixed value)

G : Gain z E : Photoelectric converter coefficient (fixed value)
@ Calculate pixel value K : Color filter trasmittance
R from the intensity of each
L= ixel within the fi . i
pixel within the frame (@ Calculating dynamic range

Dynamic range is determined by the average intensity of the previous frame
(within the area where light is measured).
Average intensity within the frame (area where light is measured)

= 3 pixel value / Number of pixels

’J_l’rr (3) Determine saturation ) Determining saturation

e /
' N

Brighter pixels than the saturation value (intensity) of each dynamic range will
Intensity lead Overexposure.

Bright pixel in the frame [cd/m2] > Saturation value

@ Calculate dynamic o
range from average Prmmple parameter

intensity within the

metering area

Average intensity in the metering area
—_—

among the image angle [cd/m2]
o'

Bright pixel in the image angle [cd/m2]

E.4.3.2 Relationship between the Principle and Causal Factors Overexposure

E.4.3.2.1 Causal

Phenomenon

Factors based on the Principle

S raratter —— Principle Parameter —— Causal Factor Parameter — ©auqal Factor
Average ["Ego vehicle/sensor
o intensity in the Surrounding envir t
verexposure ithi _— i _ -
Texp frame w1t!1m Intensity [cd/m2] (direct/reflected light of spot light source)
Region & Amount the metering Recognition target
area L (direct/reflected light of spot light source)

Rate of Overexposure
within the frame of ~ Number of pixels
the recognition target

Intensity of light source -
Light  Luminous flux (Im)Lux (lux) Ego vehicle / Sensor

source Luminous intensity (cd) Intensity Light source

Intensity per (cd/m2) (Headlamps)
pixel [cd/m2] Surrounding environment
Reflection _ Material Light source
Colour (sunlight, headlamps, streetlight etc.)
Structure
Position [lateral/vertical (m), region (m2), (tunnel, elevated, climbing road)
t\;gg;zlss;:h altitude (deg), azimuth (deg) Recognition target

g Obstruction on Road

| (fallen objects. mounted objects, etc)
g Moving ObjCCt (other vehicles. motorcycles, etc)
Traffic Information (traffic lights. road signs)

Lane (lane markings. edge of road, etc.)
Adhered foreign object (snow, ice, water)

Number
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E.4.3.2.2 Causal Factor Overexposure

Feature Model
—=@ Mandatory features
Malfunction by —— Optional features
Overexpoguré m...n Feature group cardinal number

(min gty m, max gty n can be selected)

Ego Yhicle
Sensor

Recognition
target

|Windshield| | Sky light I

Day / Night

Road
surface
Puddle

object

Elevated

objects
I ]
[ Bike ] [ Bicycle ] [Pedestriau]
construction B B tunnel
[Headlamps] [Foglamps] [Headlamps] [Headlamps]l Ham‘lheldl [ Light ][ Light ][ Light ]
light

£0
vehicle

Overexposure

Feature Model
—® Mandatory features
Malfunction by ——O Optional features
Overexposure m..n  Feafure group cardinal number

(min gty m. max qty n can be selected)

Recognition
target

I I 1
[Motorcycles] [Bicyc les] Pedestrians

markings

Head Fog Tail Rear
lamps lamps lamps fog

lamps

Head
lamps

Tail
lamps

Head
lamps

Tail
lamps
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Overexposure

Deriving the Functional Scenarios by connection between ALKS scenarios and causal factors

Functional ALKS Scenario Lane Traffic Moving Object Obstruction | Structure | Explanation
Scenario Information on Road
& 2 8| g @ A o2l 8
sl 25| s| 2l €| 2| g el g%l | £
2] 2 =8 = = 51 & 8| =| 8| E| 28
= o & < = 5] 21 2| = ) = 2 ==
2l | 2 E| 2| =] 2| & R| 2| =| 2 ]
& 8| & gl 3| = Al El B
S =
~
F-1 Cut-in R =
A T '1¥‘v
VeQ. GYOI, =N O O
F-2 Cut-out
OlO[O|1O0O[O]0O
O
F-3 Deceleration [ __ic—80 i Voo
my O
Veo zé/g;ax & Ol O
@)
F-B1-14 Lane-keeping
(O NOX NOX NO) NOX KO
O
E.4.3.2.3 Parameter Range Overexposure
Ego vehicle /Sensor
Causal factor Causal factor Range Remarks
parameter
Egosgﬁlg(i)crle/ Parts Light Headlamps | Brightness 2-lamp type Refer to the regulations
Min of each country
Low 6400[cd] ~
High 15000[cd]~
Max
Total ~430,000[cd]
4-lamp type
Min
Low 6400[cd] ~
High 12000[cd] ~
Max
Total ~430,000[cd]
Fog lamps Brightness 10000[cd]~ Refer to the regulations
of each country
Windshield Scattering Match the characteristics confirmed
characteristic with the actual vehicle
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Surrounding environment

Overexposure

Causal factor Causal factor | Range Remarks
parameter
Space Light Sky light Light Determined by the brightness
of sunlight and the brightness
of light
1?_10 intt Natural light Sun light | Altitude 0~90[degrees] Up to the maximum
sotirce altitude just below the
equator
Direction 0~359[degrees] Up to the maximum
azimuth
Brightness 0lx~100000[1x] Brightness of the
midsummer sun
Artificial light %Q‘éié%g Brightness Same as own car headlights
%%ﬁ?cl J Brightness 0~110000[lm] struction lights
Structure Road Puddle reflectance 1~100[%]
surface
N Overexposure
Recognition target
Causal factor | Causal factor | Range Remarks
parameter
Other vehicles Color/ Color(White) Colors that are prone to overexposure
Material

Light source

Tail lamps (300[cd]) ,Brake lamps

(600[cd]) .Hazard lamps

(600[cd]).Rear fog lamps(345[cd])

Refer to the regulations of each country

Vehicle with Color/ Material (Aluminum) Material that is prone to overexposure
specular Material
reflection
Motorcycles Color/ Color(White) Colors that are prone to overexposure
Bicycles Material
Light source Tail lamps (300[cd]) ,Brake lamps | Refer to the regulations of each country
(600[cd]) ,Hazard lamps (600[cd])
Pedestrians Color/ Color(White) Colors that are prone to overexposure
Material
Light source Handheld light Brightness of handheld lights for sale
(20~800[Im])
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E.4.3.2.4 Evaluation Scenario Overexposure

E.4.3.2.4.1 Cut-in

‘I:X’
= bl &

Recognition
target
@Relative speed

Evaluated in a Cut-in scenario on a straight road. @Cut-in lateral speed

(DColor / Material Color: White Es ‘\ R ition tarset
L . T~ Recognition targe
Material : Aluminum (D Color / Material ‘\‘ e &
et
% @Light Natural light
E Sun light
g Artificial light
= Headlamps
*g Tail lamps
— Rear fog lamps
= (Tunnel)
é (3Structure Tunnel
Q
(DSpeed of ego vehicle | The range is defined by the
"8 traffic flow scenario, thus
E-« (BRelative position not defined here
£ g
# 'S | GRelative speed
g8
Y g
g 5 (@Cut-in lateral speed
g5
2]

Road width 3.5m

Overexposure

E.4.3.2.4.2 Cut-out

Recognition target
(0km/h)

5

Evaluated in a Cut-out scenario on a straight road.
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Road width 3.5m

191

(DColor / Material Color: White l’ﬂl\j
Material : Aluminum @color/ R k—’~ l
Material
b
£ [@Lignt Artificial light
g Headlamps
Tail lamps
=%
- Rear fog lamps
g { Tateral speed
&
= | e
8 cture Tunne \ ,/ eed | @sStructure
- - (Tunnel)
(@Speed of ego vehicle | The range is defined by [

3 the traffic flow scenario,
E‘ (®Relative position thus not defined here
58 .
12 <§ (®Relative speed
5]
Q=
g % | @Cut-out lateral speed

bt
A S



E.4.3.2.4.3 Deceleration

Evaluated in the Deceleration scenario on a straight road.

(DColor / Material Color: White
Material : Aluminum

R ,
° (@Light Natural light
g Sun light
g Artificial light
- Headlamps
?o) Tail lamps
& Rear fog lamps
Ei
= 3 Structure Tunnel
Q

@Speed of ego vehicle | The range is defined by the
'8 traffic flow scenario, thus
é (BRelative position not defined here
-
7 'S | ©Relative speed
L B
2
5 % | @Deceleration
g5
=V

E.4.3.2.4.4 Lane Keep

Evaluated in the Lane Keep scenario on a straight road.

(DLight Natural light
— S_lm_llght
g Artificial light
& § Headlamps
= g
é g (2Road surface Puddle
-1
- (3Speed of ego The range is defined by
o vehicle the traffic flow scenario,
g thus not defined here
g g
2 g
CRE
0 g
g 35
8 =
)

Overexposure

{}

Recognition
target

< il &

BRelative speed
@Cut-in lateral speed

MColor/
Material

1

Deceleration

®Relative
position

(@Structure
(Tunnel)

@speed ofego vehicle

[ @Light

Ego vehicle

Road width 3.5m

Overexposure
=]
Road edge Recognition target
e

Lane markings, structures,
road edfge, transportation
mformation(Traffic lights)

m

Ego vehicle

(3)Speed ofego vehicle

Road width 3.5m
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Annex F
Guideline for validation of virtual environment with perception disturbance

Generally, environment in which not only automated vehicle but also human drive vehicle will run is not
limited to clear and good condition, that means bad weather like rain and fog situation should be considered.
These conditions may cause recognition failure because sensor should receive perception disturbance. Safety
evaluation of automated vehicle needs validation to consider these kinds of disturbance.

Simulation technology, that is remarkably progress especially in physical modelling, is a method to evaluate
perception performance with disturbance. Validation in virtual environment is high convenience to apply but
validity of virtual environment should be discussed.

This annex will clarify the requirement to be confirmed when principle of perception disturbance for each
sensor (camera, millimeter radar, LIDAR) discussed in Annex E will be reproduced in virtual environment.
Additionally, a method to validate developed environment will meet each requirement or not will be proposed.

The points to be discussed in this Annex are shown in fig.F-1.

model Target control logic

Evaluation target

. »  Camera
environment
1| (road, weather, [——
etc)
> Radar
Re]
_
o Traffic N >
S - 1 ,] participant
(other vehicle, f
2 k > Lidar
a pedestrian, etc)
'_

simulation environment

Figure F-1. area of this Annex

F.1 overview of requirements defined in this Annex

To judge whether perception performance evaluation in virtual environment will work well or not, it is
necessary for relatives to have common understanding about how models and environment deployment will be
validated. Final target would be to realize that evaluation result in virtual environment and real condition will
be matched, thus we propose the definition of validation method in ideal condition (without perception
disturbance) in advance to validation with perception disturbance. This means we can easily analyze the root
cause of unmatch with disturbance (this is final target) by establishing validation method in ideal condition

We define requirement of validation in ideal condition as “A. Common requirement” and requirement of
validation with perception disturbance as “B. perception disturbance reproducing requirement” (fig.F-2).
Additionally, we propose each validation method about “A. Common requirement” and “B. perception
disturbance reproducing requirement”
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Requirement for virtual environment

Sensing principle of each sensor

Perception disturbance principle model

A. Common requirement .
(basic and commeon part with principle)

— - z e Appropriats forall the items.

Qﬁ - #C ‘ e e
e W= B. perception disturbance o
e . reproducing requirement .
(representative scenario of each principle) .
Validation method
3
u » s s -—

Figure F-2. overview of this Annex

A. Common requirement

» Define requirement to be confirmed in ideal condition (without perception disturbance) from each
sensors’ principle

B. perception disturbance reproducing requirement

»  Define requirement to be confirmed with perception disturbance

» Clarify necessary principle parameter for reproducing disturbance and disturbance causal factor
parameter by classifying various disturbance based on the principle and describe it as a model about
each disturbance principle

F.2 Common requirement and reproductivity validation method

In this section items to be confirmed as common requirement and validation method are clarified. As a first
step, clarifying the way of thinking about what items should be done as common requirement is shown. After
that clarifying validation method for each sensor based on this way of thinking. This method is defined based
on each sensors’ principle thus it is necessary to clarify method when validating another principle’s sensor
following the way of thinking. This validation method shown below can be replaced by another method that can
verify the same contents.

F.2.1 the way of thinking about common requirement
This section clarifies the way of thinking about the items to be set as common requirement. Component of

object detection are defined as below elements as (Dsensor/vehicle itself, @space where the signal propagates
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(Drecognition target(fig.F-3), and items to be validated and their criteria without perception disturbance for each
element are clarified. Additionally the method to validate that recognition target can be detected under basic
traffic disturbance scenario is defined to confirm this totally.

™\
@ _
(?) Sensor
VY,
: recogniti
percept\on* on ‘/4\
(8 |
@

Figure F-3. element of common requirement
@ sensor/vehicle basic characteristics
To confirm basic perception results like distance, direction, relative speed, signal intensity (items and
condition differ in sensor principle) in ideal condition (without perception disturbance) as a sensor basic
characteristic.
@ characteristics of propagation, optical characteristics and so on
To confirm signal propagation from perception target to sensor in ideal condition would be reproduced.

@ reflection characteristics of perception target and so on

To confirm perception result would be reproduced. This is not only for perception result but also recognition
result.

@ target recognition under traffic scenario

To confirm recognition result of the target under basic traffic scenario (following, cut-in, cut-out) would be
reproduced.
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F.2.2 The way of thinking about common requirement for each sensor
F.2.2.1 the way of thinking about common requirement for millimeter wave Radar

In accordance with the principles of the Radar perception, validates whether physical amount of distance,
direction, relative speed and received wave intensity are reproduced (fig.F-4).

The information of the distance, angle and relative speed of
the object are acquired from the signal processing result of
received radio wave.

Relam e velocity

<FMCW system >
frequency
L)

» time Y % C Y

mmWave Radar fg = information of the Phase difference between
distances antennas

= information of the angles

AT
i ,  Change of phase difference between
% ) .

= transmitted and received waves

= information of relative velocity

Received power

distance

: Point cloud detection and object classification
5 6’%% from the distribution of received wave intensity

velocity

Relative speed or Distance or Angle

Figure F-4. the way of thinking about common requirement for millimeter wave Radar

Based on this way of thinking, list of actual requirement shown in table F-1 is clarified.

196

(C)GCopyright Japan Automobile Manufacturers Association, Inc., All rights reserved.



Perception process

Recognition process

Signal from perception target (S)

Signal from others

Processing performance

- — Processin
Phase Strength Noise (N) Undesired signal (U) ability 9 Detection Clustering Tracking Classification
Change of DOA High intensity Low S/N Low D/U Increasing of U (Output of reflected point cloud of target) | (grouping of reflected points) (tracking of target) (1dentification of target)
Lack of points
Frequen : . : .
Method of [not a QUEN | ¢ eflection | Changeof |\, Gonal | Large LowS/N - | sy | LoWSN Low D/U Low D/U Low D/U LowB/U |y wpju | BOW DY o creasing of U tobe | roice detection | No detection o Unexpected
N o N cy Refractio| propagation N . Harmoni| differnce Low S/N (attenuation at N (low (road N (floating (sensors processed N N Unexpected distribution Unexpected
Items Paramters Requirements Validation |disturba (indirect (partial) | Aliasing (attenuatio (change of (surrounding (sensors on (road surface of undesired of required movements
n delay c of signal | (change of angle) the sensor . retroreflecti surface objects in on ego ) Lack of . . of point cloud objects
No. nce wave) nin space) angle) structures) other cars) reflection) signal signal (between frames)
surface) on) reflection) space) cars) calculating
ability
Range (R) Distance Detecting position of C/R is equivalent to o o o o o o o o o o o o o o o o o o o
Orientation (azimuth) (6) Azimuth angle he acmgl anmment q 0-1 [¢) ¢ [®) o o [®) o o o o [¢) ¢ o o [®) [®) [e) [®) [e) [e)
Detection Orientation (elevation) (¢) Elevation angle | . [¢) [¢) [®) o o [®) o o o o [¢) [¢) [e) [e) [®) [®) [e) [®) [e) [e)
Accuracy Relative speed (V) Distance Detgctlng relative speed of C/R i 0-2 o] o]
equivalent to the actual environment.
Azimuth angle Received power of the reflection wave o o o o o o o [¢] o o o o o o o o o
Received power (P) - : . . 0-3
Basic Elevation angle from C/R is equivalent, and the side lobe is o o o o o o o o o o o o o o o o o
Characteristics Range (R) Distance The minimum resolution when two C/R are o o
Orientation (azimuth) (8] Azimuth angle closely apposed is equivalent to the actual 0-4 o o
of the Sensor n :
Orientation (elevation) (¢) Elevation angle environment. o] ]
Resolution - -
' The minimum resolution when two C/R are
Relative speed (V) Relative speed moved in different speed is equivalent to 0-5 O (o]
the actual environment.
Range (R) Distance ' The minimum discrimination when two C/R (o] (o] o
Discrimination Orientation (azimuth) (8) Azimuth angle are closely apposed is equivalent to the 0-6 o] o (o]
Orientation (elevation) (@) Elevation angle actual environment. ] o [e]
Properties of Free Space Received power (P) Distance Change in received power with the change 0-7 o o (o] [e] [e] [e] o o [e] (o] o [e] o [e]
radio wave Road surface Received power (P) Distance of C/R distance is equivalent, and the 0-8 ] o (o] [e] [e] [e] o o [e] ] [e]
RCS Angle RCS of a vehicle is equivalent to the actual 1-1 o
Vehicle environment in all directions.
(Passenger Angle Refection peak intensity from a vehicle is 2 ° ° ° ° ° ° ° ° ° ° o ° ° ° o ° ° °
equivalent to the actual environment.
Vehicle) Reflection Points Refection \Cintensity from a vehicle i
Distance efection peak intensity from a venicle is 1-2 o o o o o o o o o o o o o o o o o o
equivalent to the actual environment.
Reflective RCS of the large-sized vehicle is equivalent
Properties of the RCS Angle to the actual environment in all directions. - ©
Recognition Refection peak intensity from a large-sized
Target Vehicle (Large- Angle vehicle is equivalent to the actual 1-2 o o (o] o o (o] (0] (0] [e] o o (0] (o] o o (o] o (o]
Common Sized Vehicle) : . environment.
! Reflection Points : — -
Requirement Refection peak intensity from a large-sized
Distance vehicle is equivalent to the actual 1-2 O O (o) (o) O (o) (o) (o) (o) O o (o) (o) O (o] (o) O (o)
environment.
pedestrian RCS Angle RCS of the dummy is equivalent to the 13 o
actual environment in all directions.
Received Power Distance Received power from a vehicle is 21 o
equivalent to the actual environment.
- N Detecting position of the signal from a
Detecti Posit N P N
Srecting Positon Time vehicle is equivalent to the actual 22 o o o o o o
(Distance/Angle) N
environment.
CCRs Detecting speed of the signal from a
Detecting Speed Time vehicle is equivalent to the actual 2-3 o o (€] 0] [e] o
environment.
Ob]ect.Detectlng Position Time Ob]gct detecting position of a vehicle is 24 o o o o o
(Distance/Angle) equivalent to the actual environment.
. . y Object detecting speed of a vehicle is
D Ti 2-
Basic Traffic Object Detecting Speed ‘me equivalent to the actual environment. 5 © © ©
Flow Scenario Object Detecting Position N Object detecting position of a vehicle is . .
t-in Time 2-
Lon (Distance/Angi) ‘ equialen to the actual envionmen. s |© Appropriate for all the items ° ° °
vehicle) Object Detecting Speed Time Object detecting position of a vehicle is 2.7 o o o
equivalent to the actual environment.
Cut-in Object Detecting Position Time Object detecting position of a trailer is 26 o o o o o o
(L ot (Distance/Angle) equivalent to the actual environment.
9
trailer) Object Detecting Speed Time Object detecting speed of a trailer is 27 o o o o o
equivalent to the actual environment.
Object Detecting Position Time Object detecting position of a vehicle is 28 ° o ° ° ° °
Cut-out (Distance/Angle) equivalent to the actual environment.
ject detectil f hicl
Object Detecting Speed Time Object detecting speed of a vehicle is 29 o o o o o
equivalent to the actual environment.
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F.2.2.2 the way of thinking about common requirement for LIDAR

In accordance with the principles of the LiDAR perception, validates whether physical quantities like
azimuth, range, strength, number of detection points and size are reproduced(fig.F-5).

Detection of Angle (Scanning Type) Detection of Range

Scans each azimuth angle in turmn and measures the Determines the range by measuring the time
range at each angle. taken from transmitting pulsed infrared lights to
As the angle of scanning is predetermined, this allows the time it comes back after hitting the

for the azimuth to be calculated. recognition target.

If we perceive the range and the number of points, The peak will be emerged where the reflective
then the size of the target can be determined. strength is at its strongest.

< !l - - B
] Num. of detection points | —
—F I < —

Layerl
Layer2

Recognition
Target

Calculate the range

Range by the delay in time

Figure F-5. LIDAR detection principle matrix

Based on this way of thinking, list of actual requirement shown in Table F-2 is clarified.
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Perceptual part
Signal from recognition target (S) Signal from non-recognition target
Scan timing S strength S Propagation direction S speed N factor U factor
No Misalignmen Misalignmen Signal from | Signal from
disturbance & t of position . . . N non-— non-—
t of overall Saturation . No S due to . . Arrival time Pulsed . Multiple . L.
. of Attenuation of S N Reflection | Refraction N DC noise . recognition | recognition
spatial - of S occlusion of S noise reflections
position recognition target target
target (Reflection) | (Refraction)
L .
reflec:iv;n of Adhesion to
P . e . Validation the Rain/Snow/| Exhaust |Adhesion to
Verification perspective target item Parameters request the " L
Method No. recognition recognition Fog gas/Hoisting| the sensor
target
target
In order to verify whether the basic Direction The dlrt?ct::::n of :he rt?flectortt:an be detected in the same F23.21 o
o f LIDAR b d d. . jway as in e real environment.
pertormance of ! can be reproduced [Point cloud data] . The distance of the reflector can be detected in the same
. - the direction, distance, detection probability, R . Distance X . F2321.1 o
Basic characteristics of the sensor |. . N . Direction, Distance way as in the real environment.
N intensity, number of detection points, and Standard reflector ~ N — -
itself . Reflectance Detection The detection probability of the reflector can be detected in
size are compared by actual measurement " | . F23212 o
. . . . Shape probability the same way as in the actual environment.
and simulation using a standard reflector with - -
. The reflection strength of the reflector can be detected in
known reflection. Strength . N F.23213 (@]
the same way as in the actual environment.
After verifying the basic performance of
LIDAR, verify whether the target can be Number of The number of vehicle detection points can be detected in F2322.1 o
reproduceld. ) . . detection points [the same way as in the actual environment. | 7777
As a premise, since the reflection of a target [Point cloud data]
Static depends on the shape, color, and material, Vehicles set for basic Direction, Distance,
Jerification the measured reflectance (BRDF) of the verification (passenger Direction
shape and paint should be applied. car + large vehicle) Reflectance (BRDF)
Comparison of direction, distance, detection Shape . ) X
orobability, intensity, number of detection Size Thehslze of |the v-ehlcle can be detected in the same way as F23222 o
points, and size with actual measurement and in the actual environment.
Reflecti simulation with a stationary target.
eflection
characteristics of the . . . " .
object to be recognized Distance Being able to ldetect changes [n vehicle distance in the F23223 o
same way as in the actual environment
[Point cloud data] Numb " The change in the number of detected points of the vehicle
Temporal changes in d:tr:c;::: points can be detected in the same way as in the actual F.23223 (@]
5 Approach a stationary vehicle and compare . . direction and di i
Dynamic o . Vehicles set for basic . . . L
. 5 changes in direction, distance, number of e . . Being able to detect changes in the size of the vehicle in
verification . . . . verification (passenger Size N . F23223 o
detection points, and size over time by actual 5 the same way as in the actual environment
(CCRs) N . car + large vehicle)
measurement and simulation. 5 ol 4 N hicle d h
. eing able to detect changes in vehicle distance in the
i Distal . . F23224
[ObJEOt] \stance same way as in the actual environment o
Temporal change in position
and size N Being able to detect changes in the size of the vehicle in
Size the same way as in the actual environment F23224 o
. Being able to detect changes in vehicle distance in the
D . . F.2.3.2.3.1
common istance same way as in the actual environment 323 ©
) [Point cloud data] Number of The change in the number of detected points of the vehicle
requirement Temporal changes in oteotion soints|¢2N be detected in the same way as in the actual F.2.323.1 o
. Comparison of changes in time direction, . . direction and di i
Cut=in R N . Vehicles set for basic . . . s
distance, number of detection points, and e " Being able to detect changes in the size of the vehicle in
(Standard- | . . . verification (passenger Size y . F.2.3.2.31 (@]
N size of vehicles that have been cut-in by . the same way as in the actual environment
sized car) . N car + large vehicle)
actual measurement and simulation 5 ol B N hicle d N
. eing able to detect changes in vehicle distance in the
i D . . F.23232
[object] istance same way as in the actual environment 323 ©
Temporal change in position
and size Size Being able to detect changes in the size of the vehicle in F23232 o
the same way as in the actual environment | 7T
Distance Being able to detect changes in vehicle distance in the F23233 o
same way as in the actual environment [T
[Point cloud data] Number of The change in the number of detected points of the vehicle
Temporal changes in detection points| " be detected in the same way as in the actual F2.3233 o
Comparison of changes in time direction, direction and di i
Basic traffic flow Cut-in distance, number of detection points, and Vehicle with a long si Being able to detect changes in the size of the vehicle in F23233 o
scenario (Large car) [size of vehicles that have been cut-in by vehicle length 1z¢ the same way as in the actual environment | 777
actual measurement and simulation 5 ol B N hiole d N
. eing able to detect changes in vehicle distance in the
[object] Distance same way as in the actual environment F23234 o
Temporal change in position
and size N Being able to detect changes in the size of the vehicle in
. . F.23234
Size the same way as in the actual environment 323 ©
Distance Being able to detect changes in vehicle distance in the F23235 o
same way as in the actual environment [T
[Point cloud data] Numb " The change in the number of detected points of the vehicle
Temporal changes in um e,r © . can be detected in the same way as in the actual F.2.3.2.35 o
After the preceding vehicle cuts out, . . " . o detection points :
N Vehicles set for basic direction and
approach the stopped vehicle and compare e " N B . . L
c . N N verification (white Prius, . Being able to detect changes in the size of the vehicle in
ut-out the changes in the temporal direction, ¥ Size N . F.23235 o
. 3 N etc. Both preceding and the same way as in the actual environment
distance, number of detection points, and stopped vehicles)
size by actual measurement and simulation. . Being able to detect changes in vehicle distance in the
[object] Distance . . F23236 o
objec same way as in the actual environment
Temporal change in position
and size Size Being able to dett?ct changes in th'e size of the vehicle in F23236 o
the same way as in the actual environment
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F.2.2.3 the way of thinking about common requirement for Camera

Camera sensor is different about perception principle from Radar and LiDAR, those are active type sensors
and Camera is passive sensor which does not use signal from the sensor and uses surrounding light information,
so that possible information differ from those 2 active sensors(fig.F-6). Camera can use colour information
while active type sensors can detect distance information and camera cannot detect it in perception block. This
comes from perception principle, that camera sensor uses flat plate light detecting sensor, so that this
characteristic is very important to validate reproductivity.

Understanding the different between perception devices
Parameters to confirm to ensure consistency with sensor unit
Radar Camera

The radar/LiDAR sensors’ perception data includes depth information The perception data from the camera’s sensors are shown in the form

of an image. and the subjects are shown in the image by shape and

Camera LiDAR Radar different sizes depending on their distance
! (d_IStance) - v v The parameters such
theta (azimuth angle) v v v Range (FOV) as distance, size,
phi (elevation angle) v - - X ACC‘_H_?‘CY_ speed, etc. from the
v_1 (speed in beam direction) - - v (p081t101_11ng) c:ltllllera are Vfltllldﬂted
Signal strength (intensity v v v Reso]ptlon :ta : Tecogmition
(brightness)) (blurriness) g
Color (hue, saturation) v - - It is important for the camera to be able to

Camera signal includes color information reproduce the shape of the subject

Figure F-6. comparison between active and passive sensor(camera)
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Considering these characteristics, common requirement of camera perception process shown in below(fig.F-7)

is clarified.

of camera

Perception part | | |

0.Camera module

Checks for camera module

+ Parameters of optical system and imaging device
* Adjustable in design range

* Rendering image data equivalent to real device

calibration

1. Camera calibration

— On-board camera for front side

Checks forasset of ego vehicle

+ Parameters of windshield

+ Parameters of mounting position

+ Lighting pattern by headlights of ego vehicles
+ Adjustable in design range

+ Rendering image data equivalent to real device

2. Fixed point

[-1 View angle/Optical axis/Distortion

-2 Color/Luminance

[-3 Dynamic range

-0 Optical axis (Position/Direction)

[-1 Distortion

[-2 Color/Luminance

-3 Color/Luminance
(Ego vehicle’s headlights)

[4 Spatial frequency

—| -1 Position(Object)

Combmations of
target and
environment

[-2 Color/Luminance (Object)

validation
3. Low-speed

running validation

(each asset)

Checks for each asset

« Basically, check assets and scenario simultaneously under low-speed
Tuniing

» Use fixed point to check objects and boundary lines precisely

* To check scenarios, check reproducibility of real vehicle’s position and
direction vs time

* Check correlativeness of image data and recognition result

4.CCRs

Basic scenarios
in traffic flows

5.Cut-in/Cut-out li
Checks for basic scenarios

« If correlativeness between images data and recognition results becomes
clear with No. 2-* and 3-* evaluations, it is possible to validate only
recognition results for No. 4-* and 5-* evaluations by the
correlativeness.

= If the correlativeness is unclear, we also need to validate image data.

[-3 Recognition (Object)

[-4 Position (Boundary line)

4|-5 Color/Luminance (Boundary line)

|—6 Recognition (Boundary line)

——]-1 Position(Object)

-2 Color/Luminance (Object)

[-3 Recognition (Object)

[-4 Position (Boundary line)

[-5 Color/Luminance (Boundary line)

[-6 Recognition (Boundary line)

Figure F-7. common requirement of camera perception process

Camera perception process will be validated about sensor itself, resolution/color chart under on-vehicle
condition, environment/target position reproductivity.

common requirement of camera recognition process shown in below(fig.F-8) is clarified.
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Position/Speed

Object

Size/Orientation

Camera recognition part

Type

Curvature

Boundary line

Azimuth

Position

Type

Figure F-8. common requirement of camera recognition process

Based on this way of thinking, list of actual requirement shown in Table.F-3 is clarified.
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Perception Recognition

Optics Imager Image Feature Detection, | Positioning | _Tracking
=
el 8| s gl 8 21 8| <« s |s 5 | s
L 2 1= ] 7|2 s 5
s| 5| 2§ 8§ .| &8 | gl e 2| & 8§ ol [22|8|8| 22, |2, |3 g |
2l gl €| £ = = ° 5 8| 8| & HEARER] s 1853 o 5
Verification Bl S| 8| B Bl 5| E| 5 ¢lcg 5| 5| 2| 2] g|8|78|5|5| scE|aglae| 2|2
sl gl g ¢ 2 3| © ] e SE5lL 5| £ | %
S| | 8| £ 3| =| 3| &| 3| 3% 3| 5| £ S| T|2g|z|= 2% 18°% s |3
¢| £ | 8 2 8l ¢ g| & S| 2| @ SE|&|c| 88 |5 |2 g s
] 3 5| ¢ 2 8 |&
k]
5| & T e - =
=| 2|2|% c < 3 o © s |g = le 2
gl 5(5|8 : : Ele |e|elz S gl 2E8 <l 5] 5ks
o Sl zlz2ls B @ S P zlz|8 a |15 |8|8 55| RS
e | 2| 2|23 ol wlEl |2 SElfel |2 2|els] |l |5l2|2E2EE|se| 558
£ s - 5| 2| gl _|53S|E 2|, 2|88 F|2 3| @ |=|® s S22 | Sl
_ ] 2| Sl<|Ele|d|5|B|elE| |22|52|85|2|2(2|3 sz |E|S|s|e2[G8|l2c|asls 2
Items/ Target Parts Measurement items Parameters Requirement § Bl sl2|S|&8 sl B3| 2l algsle2|ole|e|3 2|l |22z 8182|8885 2
S S| S|8|2|=|8[& | 5|=|2| €E|22(gc|58|8|8|s5|z2 HERR LR S R
=3 = 2128 S5 € E S = Ploz2|5|5|°|2 = |35 |2|lclg|g gz 2y 8 =18
€ | E| 2|8z HNE EefcElE |87 R L R I )5
s| 5|2]< 5 2 8 |5 5 ST |5 |8 5 5 s
zZ| 2|5|e & a s 3 2 |8 E & 5
|8 = 8 |2 == e
Imaging range - )
[ _ ) : Using test chart, minimize the value gaps of evaluation parameters between N
g |Adiusting the camera module Angle of view / Optical axis / Distortion Image center position 0-1 = Lo N - N | - = = = |1=1=-[=1- - = == = = = = =
5 ‘ RAW images captured by the real camera and created by virtual environment.
3 Distortion, Focus
m
5 ™ Using test chart, minimize the value gaps of evaluation parameters between 14
2 |ens)(cmos) Color brilliance Luminance, Hue, Color g - ° 02 | = | v |=|=-[=|=-|=1-1=[-|=-1-|=-|-|-|-|el|le|=|[=| - |-|-|-|-|=-|-1|-1]-
s RAW images captured by the real camera and created by virtual environment.
5 ) Photoelectric conversion Measure photoelectric conversion characteristic of the real sensor. Then 1 1.
5 Dynamic range o3 |- [-[-F=-IFN-0-| - | - o |o|lo[-|o - - |-|-|-|-|-=-| - | |-
characteristics minimize the gap between the characteristics of real and virtual sensors
Using real camera, minimize image position differences between targets placed B
Verification in front of the camera Optical axis (Mounting position/Direction) Image center position Optical axis ) ! o [ v -f@-|=|=-1=[=-[=|-| - =1 =-1=-|=|=-1=1={=|=]=1=|-|-|=-1=-1=1|=1=
at different distances on reference optical axis.
Check distortion characteristics caused by WS,
® Boundary lines of the recognition target in virtual environment are similar to ones
g Distortion Shape, Size i o g 8 (i =(e- - - - - - - =-[|=-|-[=[--=1=[=[=[=] == ===
g in real environment.
5
o (Omittable by substituting 2-1 or 2-4)
£ Check similarity on 5x5 points on whole image (RAW format) between real and
g virtual environment with WS under known lighting conditions. (except
£ |(nstalled windshield) Color luminance verification Luminance, Hue, Color G g 2wl == - - - - -|-[=|- @=1-| - [=|-|[-| =-[=|=1-1|-
o geometric view point)
% (Omittable by substituting 2-2 or 2-5)
= ) ) ) ) Check differences of evaluation parameter values between images of real and -
(Headlight distribution for own car) Color luminance verification Luminance, Hue, Color 1-3 = PR B B e = = - |--fe|le|=]|- = | = [l = = = = =
virtual environment at observation point.
Adjust spatial frequency characteristics to meet judgement criteria based on
Spatial frequency MTF Justsp e - = vio- - -8B -1 -1 - =-|=|=-[-I=FB=[0ol-|-| = [=1=1[|=1[=
RAW images of real and virtual (CG) environment
Recognized parameter values of the recognition target in virtual envi
Fixed point verification placement verification (landmarks) Shape, Size similar to ones in real environment. 21 | () (=== 1=-1=l=1=1 == -=-1=1=1=-1=1=1=1=|=1-1-1=-1=1=1-1-
(Omittable by substituting 3-1)
Recognized parameter values of the recognition target in virtual en
(Pedestrians) color luminance verification(Object) Luminance, Hue, Color similar to ones in real environment. 22 ||| =|of=|=|=|-|=[-|-1-|-|-|-|-|ele|=|[-| - |-|-|-|-|=-|-1|-1-
(Omittable by substituting 3-2)
(Passenger cars: Prius) Recognized parameter values of the recognition target in virtual environment are
(Passenger car: NCAP dummy car) Recognition result (Object) Relative distance similar to ones in real environment. 231 [ || =|=|=|=1==[=|-1 - =1 -=-1=-|-1-1=-1=-{=1=1=1-1-(-| - e | o |-
(Large vehicles) (Omittable by substituting 3-3-1)
Recognized parameter values of the recognition target in virtual environment are
(Boundaries: white line, solid line, dashed line) Size, Direction similar to ones in real environment. 232 [ | |=|=|=|=-1=|=-[=|-1 - -1|-1-=-|-1-1-1=-[=|-| = |-|-|-| -]e| @ |o]-
(Omittable by substituting 3-3-2)
B Recognized parameter values of the recognition target in virtual en
£ |(Road surface: straight, asphalt Relative velocity similar to ones in real environment. 233 [ |=|=|=|=-1=|=|=|-1-|-=-1|-1-|-1-1=-|=-[=|-| = |-|-|-| -]o] o|o]|e
B (Omittable by substituting 3-3-3)
£ Recognized parameter values of the recognition target in virtual en
g Classification similar to ones in real environment. 234 ||| =[=[=|=-|=(=-[=|-|-|-|-1-1-|-1=-[=-1=|=| - |-|0 o|-| -]|o|-
E (Omittable by substituting 3-3-4)
& Recognized parameter values of the recognition target in virtual en;
] Placement verification(boundary line) Shape, Size similar to ones in real environment. 24 | (L) —(=1=1=1=1=l=1=1=1=1=-1=-1=1=1=1=1=1=|=1-1-1=-1=1=1-1-
2 (Omittable by substituting 3-4)
2 Recognized parameter values of the recognition target in virtual environment are
® color luminance verification(boundary line)  [Luminance, Hue, Color similar to ones in real environment. 25 (W |=]of=|=|=|=-|=[-|=-1-|-|-1|-|-|ele|=|[=-| = |=-|-|-|=-|=-|-=-1|-1]-
g
& (Omittable by substituting 3-5)
Recognized parameter values of the recognition target in virtual environment are
8 Recognition result (boundary line) Cunvature similar to ones in real environment. 261 [ | |=|=|=|=1=|=|=|-1-|-=-1|-1=-|-1=-1=-1=-[=|-|=1=-[-|-| -]e]| = |o]|-
. (Omittable by substituting 3-6-1)
. Recognized parameter values of the recognition target in virtual environment are
" Azimuth similar to ones in real environment. 262 [ | |=|=|=|=1=|=|=|-| - =-1|-1|=-|-1=-1=-|=[=|-| = |=|-|-| -]e]| =|o]|-
. (Omittable by substituting 3-6-2)
B Recognized parameter values of the recognition target in virtual environment are
Lateral position similar to ones in real environment. 263 [ | |=|=|=|=1=|=|=|-1 - -=-1|-1-=-|-1=-1=-|=[=|-| = |=-|-|-| -]e]| @ |o]-
8 (Omittable by substituting 3-6-3)
. Recognized parameter values of the recognition target in virtual environment are
) Classification similar to ones in real environment. 264 [ | [=|=|=|=1=|=[=|-|=-|-=-1|-=-1-=-|-1-1=-|=-[=|-| = |-|0o e |- -|o]|-
; (Omittable by substituting 3-6-4)
i
c
Low-speed movement verification ) Recognized parameter values of the recognition target in virtual environment are
Placement verification (landmarks) Shape, Size 31 | v|v|elof=|=-|=|-|=[-[-1-|-|-1|--|=-1=-1=I[=| - |-|-1-|-=-|=-|-1|-1|-
v (approach, separation) similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
e (CrmsemEy G ) besflr rteee i s (e, (he, @il GlEGE] [ E B 32 [ v |lvl=lol=|=|=|=-|=|=|=-| =] =|=1|=]|-lelel=|=| = |=|=-|=-| =|=-1| =1|-=-1|-=-
. similar to ones in real environment.
£ Recognized parameter values of the recognition target in virtual environment are ~ ,
i | 2 |(Road surface: straight, asphalt) Recognition result (Object) Relative distance 331 [ v v |=|=|=|=I=|=|=|-|=-|=-1|-1|-=-|-1=-1=-|=-[=|-| = |=-|-|-| -]e]| @ |o]-
i e similar to ones in real environment.
X - Recognized parameter values of the recognition target in virtual environment are _
i (Surface: curved, asphalt) Size, Direction 3-3-2 L Li=1- - - = = = |1=1=-[=1- s — = === (€] © [e] =
. similar to ones in real environment.
: Recognized parameter values of the recognition target in virtual environment are
a (Boundaries: white line, solid line, dashed line) Relative velocity enized p e © szl -B-B - - - - -|-|-I" - = =-[-[ - [[e o
|2 similar to ones in real environment.
& Recognized parameter values of the recognition target in virtual environment are - _
i Classification 3-3-4 L L=l - - - - = = = |1=[=-1=[= Kl - = | = [@ © = = [0} =
o similar to ones in real environment.
ol §
b= ) Recognized parameter values of the recognition target in virtual environment are
n Placement verification(boundary line) Shape, Size 34 | v|v|e|=[=|-|=1-|=[-|-1-|-|-1|--|=-1=-1=[=| = |-|-|-|-=-1=-1=-1-1-
E similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
sttt i ey ) ||Lommiemes, (e, Gl GlEGE] [ E B 35 [ v |vl=]ol=|=|=|=-|=|=|=-|-=|-=|=1I|=]|-lelel=|=| = |=|=-|=| =|=-1| =1|-=1|-=-
K similar to ones in real environment.
2 Recognized parameter values of the recognition target in virtual environment are
Recognition result (boundary line) Cunvature 361 [ v v f=|=|=|=I=|=[=|=-1-=-|=-1=-1|=|-|=-1=|=-[=|=| = |=|-[-| - - |o |-
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are -
Azimuth 362 | L v |=|=-[=|-|=|-|=|-|~-| - -1 -|=-1-{=-1=1=|=-|=-|-/-|-]-|e| - | o] -
3 similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
Lateral position e & 8 363 | v v |-|=[=l-[=|-F=1-1-1|-|=1=1=-|-[=1=f=l=] =|=[-|-| -|e| @ |o]-
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are ,
Classification 364 [ v v f=|=|=|=I=|=|=|-|-|=-|-1|-|-|-1=-|=-[=|-| = |-|o|le|e|-] -|o]-
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
Placement verification (landmarks) Shape, Size a1 | v | - —(=l=1=1=1=l=1=1=1=|=1=1=1=1=1=1=1=|=1=-1-1=1=1=1=-1-
similar to ones in real environment.
) ) Recognized parameter values of the recognition target in virtual environment are A
color luminance verification Luminance, Hue, Color 4-2 L - === |—-|—-|- - - - - | —-]O0|O|—]|— - bl Bl B - - - - -
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
Recognition result (Object) ke i GilEGE] & E 31 | v | == =|=|=l=1=|=1=| =1 =1 =1=1=/=1=|=1=|=] =|=|-]-|-]©] @ |0O|-
CCRs similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are ~ -
Size, Direction 4-3-2 L =" - - - = = = |1=[=-1=[= Kl - = | = B&ll= = © © (0] =
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
Relative velocity enized p . © ass | v | === -1 -1=]- -1 -1-1-1-1-1-1-1-1-]-1-|-1-] -|o]o|lo]|oe
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
Classification e & 8 e == - - - - | - | =-|=-|=-[-[IF-=-| = [=l|o|le| e [= = [9a|-=
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are -
Placement verification (landmarks) Shape, Size ) s1 | v v|e|=[=|=|=|=-|=(=|=-1-=-|-=-|-1|=-=|=1=1=[=| = |=-|-1-|=-1=|-=-1|-1-
similar to ones in real environment.
Cut-in (Passenger car) ) ) _ Recognized parameter values of the recognition target in virtual environment are 1=
) color luminance verification(Object) Luminance, Hue, Color ) s2 | v|v|=|=-[=|=-|=1-|=[-|-1-|-|-|-|-|ele|=|[-| - |-|-|-|-|-|-1|-1|-
Cut-in (large vehicle) similar to ones in real environment.
Cutout (Passenger car) Recognized parameter values of the recognition target in virtual environment are ~
B Recognition result (Object) ek i GlEGE] & & sa1 | v v |=|=|=|=|=|=|=|=|=|=1|=1|-=1|=|=[=1=|=|=| = |=|=-|=-| -]0| @ |o]-
Cutout (large vehicle) similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are — —
) Size, Direction s32 [ v v |=|=|=|=I=|=|=|-|-|-=-1|-1|-=-|-1-1=-|=-[=|-| =1|=-|-|-| -]e]| @ |o]-
(Boundaries: white line, solid line, dashed line) similar to ones in real environment,
arameter values of the recognition target in virtual environment are
Relative velocity s . . © 533 | Ll e === -1 -1 -1-1-1-1-1-1-1-1-|-1-]-| ~|o|lo]|e|o
(Road surface: straight, asphalt) similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
Classification GIEEIE & g saa e v |- |- -=-F=-1-1-|-1=-1-|-[=|=-&=] - |-[o]e| e |=-| - [o]-
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are -
Placement verification(boundary line) Shape, Size ) s4 | v|v|e|=[=|=|=|=-|=[=[=-1-=-|-=-|-=-1|=-=|=1=1=I=| = |=|-1-|=-1=|=1-1-
similar to ones in real environment.
) ) Recognized parameter values of the recognition target in virtual environment are A
color luminance verification(boundary line)  [Luminance, Hue, Color s5 | v v |=|=[=|=-|=|-|=[-|-1-|-|-|-|-|ele|=|[-| - |-|-|-|-|-|-1|-1-
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
[etmestoem s (el o) (Etmaine GlEGE] [ & E se1 | v | |=|=|=|=|=|=|=]|=|=|=1|=1|=1|=|=[=1=|=|=| = |=|=-|=-|-1e0| = |0 -
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are ,
Azimuth ) se2 [ vl v|=|=|=|=I=|=|=|-1-|-=-1|-1|-=-|-1-1=-|=[=|=-| = |=-|-|-|-]e]| = |o]|-
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are N
Lateral position s63 [ v v |=|=|=|=I=|=-|=|-|-|-1|-1|-|-|-1-|-[=|-| = 1|-|-|-| -]@e|] e |o]|-
similar to ones in real environment.
Recognized parameter values of the recognition target in virtual environment are
Classification Gl & g sea | v v =|=f=l-[=|-=|-1-1|-|=-|-=-1-|-[=|=f=|-| - |-|o]le| e |-| - [o]-
similar to ones in real environment.

Table F-3. List of common requirements for camera
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F.2.3 Validation method of common requirement
Validation method of each requirement for each sensor defined in section F.2.2 is shown in this section.

F.2.3.1 Validation method of common requirement of millimeter wave radar

) o mmWave Radar
B Basic Characteristics of the Sensor: (0-1)

Detection Accuracy — Range/Orientation

CR Method of Validation
:‘ * Obtain the detected positions of the standard reflectors
e e S e (C/R) located at each point in the FOV, using the radar
@ 1};4» @@ Q- 1Nr --@-—- (C/Rs to be moved one at a time)
\:- * Compare the detected positions (range/orientation) between
! the actual and simulated environments
--X0---9-- @)

Trihedral Corner Reflector (C/R)
----@ - @ -fO - -RCS is recognized
*Retro reflective traits

Source: https://www.everythingrf.com/community/what-is-a-corner-reflector

Judgment Criteria

i Relative to the detection results (range/orientation) from the
@ /- J: ov | actual environment:
! ! | Median: within 5%
- [ 2 / R ; Distribution (o): within 10%
\ /,’ \\
Radar ) \ ) 1
y \ / \\
. s N " “ N
1 ; |
Data from Actual Environment Data from SIM Environment

) L mmWave Radar
B Basic Characteristics of the Sensor: (0-2)

Detection Accuracy — Relative Speed

Method of Validation
* Place the C/R directly in front of the radar, and move the
radar at a constant speed toward the C/R
* Compare the detected speed between the actual and
simulated environments

Judgment Criteria
Relative to the detection results from the actual environment:
Median: within 5%
Distribution (o): within 10%

Relative 4
Speed

A

Data from Actual Environment Data from SIM Environment
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mmWave Radar

B Basic Characteristics of the Sensor: (0-3)

Detection Accuracy - Received Power

Method of Validation

T~ * Place the C/R directly in front of the radar, and
1 ® . . . .
// N rotate the radar in the azimuth(horizontal) and
elevation(vertical) angles, and measure the received
( power
\\ // .
Judgment Criteria
\‘ * Difference in the received power : 3 dB or less
\ / — ACT env.
\\ / — SIM env.
i »H Received Received
k— % Power sap Power 3aB
/ NE t
N/ v 3d
|
Radar
Azimu:h Elevatio;

. .. Wi ad
B Basic Characteristics of the Sensor: e {;j]r “

Resolution - Range/Orientation

<Resolution Range> Method of Validation

# Resolution Range
Validate the resolution range by placing the
C/F. wiathun the radar’s FOV, and gradually
varying the distance away from the radar
along the normal vector

Judgment Criteria
# The number of steps mn the stairs denved by the
L > relationship between the set-up distance of the
RV corner reflector and the distance measured by
N, the radar, 1s to be the same for both the actoal
and simulated environments
# The size of the steps d;.d,shall not differ in size
v more than 15% (provisional y

Distance —

Measured

by Radar Sirmulation
d
d;

Offset -
Set Up Distance of Corner Reflector
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. .o W ad
M Basic Characteristics of the Sensor: e iﬁf}r "

Resolution - Range/Orientation

Method of Validation
<Azimuth Resolution = # Azimuth Angle Resolution
Place the C/R within the radar’s FOV and
gradually move it in the tangential direction
Validate the azimuth angle resolution by

ra',‘ oving along the ta comparing the angle measured by the radar to the
— i ﬁﬁmm set-up angle of the C/R
4 ;O Judgment Criteria
[ # The number of steps in the stairs derived by the
& _4‘4% / >\ relationship between the angle measured by the
! | & \*\ radar and the set-up angle of the C/R, is to be
|| ] < ‘>K N, the same for both the actual and simulated
;"r /)S/X ENVIrOnments.
W 4 \ -, # The size of the steps d,.d, shall not differ in size

1 by more than 15% {provisional)
<

L Angle
ﬁé"fﬁ Measured

by R.ada‘d Simulation —
2
Radar d, Actual
Offsat *
Set Up Angle of Comer Reflector

. .. W, ad
M Basic Characteristics of the Sensor: e iﬁf}r "

Resolution - Range/Orientation

Method of Validati
<Elevation Resolution = # Elevation Angle Resolution
Place the /R within the radar’s FOV and
gradually move it in the tangential direction.
Walidate the elevation angle resolution by
comparing the angle measured by the radar 1o
the set-up angle of the C/F
Jud Criteri
f"f'ﬁ". # The number of steps in the stairs derived by the
=% b relationship between the angle measured by the
_Jl_t"ll radar and the set-up angle of the C/R. is to be
* Graduglly I

. oving along the the same for both the acmal and simulated

Radar .‘{;/H__t—#:i_ B} jﬁﬂgﬂft {changing the angle)  CUViromuens.
e N iy

# The size of the steps d.d, shall not differ in size
! by more than 15% {provisional)

—__|

—L_|
Angle
Measured
by Radar Simulation ——
d;
d; Actusl
Ofset Set Up Angle of Comer Reflector
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mimWave radar

B Basic Characteristics of the Sensor: (0-5)

Resolution - Relative Speed

Method of Validation

F Speed Resolunion
Place the C/B within the radar’s FOV, and
evaluate multiple tmes by keeping the speed
of the reflactor constant, and then changing
the speed.
Judgment Criteria
# The number of steps in the stairs derived by the
relationship berween the speed measured by the
radar and the moving speed of the C/R. is to be
the same for both the actual and simulated
environments,
# The size of the steps d,.d; shall not differ in size
by more than 15% {provisional)

<Speed Resolution>

Simulation ——

Actual

Speed of Movement of Cormer Reflector )

mmWave radar

M Basic Characteristics of the Sensor: (0-6)

Discrimination - Range/Orientation

<Discrimination Range>
Method of Validation
# Resolution Range
Place 7 C/R’s (of same spec) within the radar’s
FOW in close proximity to each other and
validate the discrimination of each target. Then
change the distance berween the 2 C/R’s and rake
further multiple measurements
Judgment Criteria
The calculated average distance of discrimination
based on multiple measurements for the actual (d,)
and simulared (d,) environments shall not differ in
size by more than 15% ({provisional)

Comer Reflector «
Distance Simuston
Measured
by Radar Actual
Offset i *
Set Up Distance of Corner Reflector
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mmWave radar

W Basic Characteristics of the Sensor: (0-6)

Resolution - Relative Speed

Method of Validation
 Azimuth Angle Resoluhion
Place 2 C/Rs (of same spec) within the radar™s
FOW at the same distance and in close lateral
proximity to each other. Validate the
discrimination of each target, Then change the
set=up angle of the 2 C/R"s and rake further
multiple measurements,
Judgment Criteria
The caleulated average angle of discrimination
based on multiple measurements for the actal (d,)
and simmlated (d;) environments shall not differ in
size by more than 15% (provisional)

<Azimuth Discrimination>

Comer Reflector =

Angle Simulation ——
Measured
by Radar
Actual

Set Up Angle of Corner Reflector

mmWave radar

M Basic Characteristics of the Sensor: (0-6)

Resolution - Relative Speed

Method of Validation

# Elevation Angle Besolution
Place 2 C/R's (of sane spec) within the rada's
FOW at the same distance and in close vertical
proximity to each other. Validate the
dizcrimination of each targer. Then changs the
set-up angle of the 2 C/R's and take further
muliiple measirements.

<Elevation Discrimination=

Judgment Criteria
i I"ul The calculated average angle of discrimination
! = based on multiple measurements for the actual (d;)
A nbvasentrgiel | and simulated (d,) environments shall not differ in
Badar = —r Tdirmingtion 1_| size by more than 15% (provisienal)
= |
- _““-Lh__gl_ _T—lllj_—il Comer Reflecior &
__\—\.II_ )
. Angle Simulation ——
Measured .
by Radar | 4 " d,
Jin Actual
Offset -
Set Up Angle of Corner Reflector
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mmWave Radar

B Properties of Radio Wave Propagation: (0-7)
Free-Space - Received Power

Ave

rber

Method of Validation
* Place the C/R directly in front of the radar, then
vary the set-up distance of the C/R and measure the
received power at each distance
(in order to eliminate the road surface reflection
waves, set-up a wave absorber around the point
where the road reflects)

Judgment Criteria

* Difference in received power: 3 dB or less
* Difference in power of noise floor: 3 dB or less
*Difference in SNR: 3 dB or less

Received Signal Noise Floor
recered’ — Actual | |- Actual
ecelve
Power — SIM env. — SIM env

Received signal
¢3dB / g

———— / \:/ Noise floor

t .,

>

Distance

B Properties of Radio Wave Propagation: (0-8)
Road Surface - Received Power

Received

/// e RS
{
\\
\
N\
\\ //
N\
J
Radar

mmWave Radar

Method of Validation
* Place the C/R directly in front of the radar, and
move the radar at a constant speed toward the C/R

Judgment Criteria
« Difference in envelope: 6 dB or less
+ Difference in null point distance: £15% or less

\ — ACT env.
A — SIM env.

Power
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mmWave Radar

B Reflective Properties of the Recognition Target: (1-1)
Vehicle (Passenger Vehicle/Large-Sized Vehicle) RCS

Rotating

absorber

/@

table

Wave

Method of Validation

Direct the radio wave toward the vehicle on the rotating table.
Rotate the passenger vehicle and plot the change in received
power by the rotated angle.

Measuring distance: 5, 10, 20, 50 (m) ==y d.%
Type of vehicle: passenger vehicle, large-sized trailer

Compare the received power between the actual and simulated
environments

Judgment Criteria

Difference in received power: 3 dB or less in all directions

ACT env.
SIM env.

mmWave Radar

B Reflective Properties of the Recognition Target: (1-2)

Lateral positioning : -3.5, -1.75, 0, 1.75, 3.5m

Vehicle (Passenger Vehicle/Large-Sized Vehicle) Reflection Points

Wave
absorber

0 5, 10,20, 50 m

Measuring distance

Method of Validation
* Direct the radio wave toward the vehicle from behind, and generate
aradar image.
* Measuring distance: 5, 10, 20, 50 (m) ==Y d;%

* Type of vehicle: passenger vehicle, large-sized trailer
* Lateral position of vehicle: 0, £1.75, £3.5 (m)
(to simulate “in ego vehicle lane”, “on lane marking” and “in
adjacent lane™)
* Compare the distributions of reflection intensity between the actual
and simulated environment.

Judgment Criteria
* Difference in peak point of reflection intensity: within 3° of
viewing angle
* Difference in received power at peak point: 3 dB or less

ACT env.

Diff in position |
Diff in power _ |
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B Reflective Properties of the Recognition Target:

15,10, 20, 50 m

Wave
absorber

Measuring distance

B Basic Traffic Flow Scenario: CCRs

mmWave Radar
(1-3)

Pedestrian RCS

Method of Validation

* Direct the radio wave toward the pedestrian dummy on the
rotating table.

* Rotate the dummy and plot the change in the received power
by the rotated angle.

* Measuring distance: 5, 10, 20, 50 (m)

* Compare the received power between the actual and
simulated environments.

Judgment Criteria
» Difference in received power: 3 dB or less in all directions
90°

ACT env. a0
SIM env.

mmWave Radar

Received Power (2-1)

Method of Validation

Statio

Simulate NCAP CCRs scenario

Speed of ego vehicle: 2 points between 5 and 60 km/h (High/Low)
Measure the received power from the stationary target vehicle ahead and
plot the envelope line at the top of the curve.

Compare the change in envelope lines between the actual and simulated
environments.

Judgment Criteria

* Difference in the envelope line of the received power at a relative distance of

50 m and below: 3 dB or less

-
=)

~N
S

[
S

A
5]

Travel
const:
spee

Received power [dB]

o
=)

&
=)

~
S

20

Detection Distance [m]

40

- 50m
g
= 30
. 5]
Compare and validate the Z 25
received power at the top _: 20
of the envelope 4
‘s 15
&
= 10 \—
N
Z o ~ > Target
A 0 20 40 60 80 100 120
60 80 100 120

Detection Distance [m]
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mmWave Radar

M Basic Traffic Flow Scenario: CCRs Detecting Position| (2-2)

Method of Validation
* Simulate NCAP CCRs scenario
* Speed of ego vehicle: 2 points between 5 and 60 km/h (High/Low)
Measure the position (X, Y) at which the reflection of the stationary target
vehicle ahead is detected
* Compare the degree of variation in detecting positions between the actual and
simulated environments

Statio

Judgment Criteria
+ Difference in standard deviation at a relative distance of 50 m and below :
15% or less in X (lateral direction)
15% or less in Y (traveling direction)
® ACT env.

® SIM env. SD lllif Direction - 15%
¥

Compare and validate the variation in the lateral | «-——--opgroomo ¥
detecting position (X) using stnd. dev. (¢) ?

Detecting Distance [m]

4 K] o 2 4
Lateral Detecting Position [m] ACT SIM
SDin Y Direction

A

Travel
const

spee :
HH”;
i

Detecting Distance
Compare and validate the variation in
detecting distance (Y) using stnd. dev. (a)

)

F

Time

mmWave Radar

B Basic Traffic Flow Scenario: CCRs Detecting Speed (2-3)

Method of Validation
« Simulate NCAP CCRs scenario
* Speed of ego vehicle: 2 points between 5 and 60 km/h (High/Low)
* Measure the speed at which the reflection of the stationary target vehicle
ahead is detected (Y direction)
« Compare the degree of variation in detecting speeds between the actual
and simulated environments

Station.

Judgment Criteria
« Difference in standard deviation at a relative distance of 50 m and below:
15% or less

Detecting Speed
4,

_ SIEn SD of Speed
r Y

Compare and validate the variation in

i H : detecting speed using stnd. dev. (o)
i i i <ip|
$ g2

Travel
const
spee

Time
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mmWave Radar

M Basic Traffic Flow Scenario: CCRs (2-4)
Object Detecting Position (Distance/Angle)

Method of Validation
* Simulate NCAP CCRs scenario

* Measure the position that the stationary target vehicle ahead is
Position of detected as an object.
object (X, Y)  » Speed of ego vehicle: 2 points between 5 and 60 km/h (High/Low)
* Compare the coordinates of the object (X-Y) between the actual and
simulated environments
Judgment Criteria
At a relative distance of 50 m and below:
* X direction in SIM env.: within 36 to the left (shorter distance) of the distribution
of detecting values in the actual environment
* Y direction in SIM env.: within 3¢ to the rght (longer distance) of the distribution
of detecting values in the actual environment ,
Range Of X Range Of Y Absolute Value
detecting values detecting values

Station:

X
Y 1in SIM env. inSIMenv. 1 | ¥
I S E 1 Sim
1 1
1 1
Lo . 1
Trave Distribution !
const of detection '
spee vilues in !
ACT env. Time ' Time
' :
:
1
Center of 1 mw
-3¢ -20 -o| distribution [+o  +20 +3a X -3¢ -2 —ﬂl distribution |t¢  +20 +3¢

mmWave Radar

B Basic Traffic Flow Scenario: CCRs (2-5)

Object Detecting Speed

Method of Validation
* Simulate NCAP CCRs scenario
* Measure the speed that the stationary target vehicle ahead is detected
Station Speed of object as an object.
(actual is zero) . . .
* Speed of ego vehicle: 2 points between 5 and 60 km/h (High/Low)
* Compare the object detecting speed between the actual and simulated
environments
Judgment Criteria
At arelative distance of 50 m and below:
Detecting value in SIM env.: within 3o to the left (slower speed) of
the distribution of detecting values in the actual environment
X Range of
detecting values R‘;'““’" Speed
Y ' in SIM env.
| e » Time
' - —————— Aa
X Distribution of i
Trave : detecting values in l Sim
const | ACT env.
spee i
I [ Centerof |

Center of
“30 =20 9| gisribution |t7 +20 30 Relative Speed
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. . . mmWave Radar
B Basic Traffic Flow Scenario: Cut-in (2-6)

Object Detecting Position (Distance/Angle)

Method of Validation

* Plot the position at which the target vehicle is detected as an object, in the scenario
whereby the vehicle cuts-in in front of the ego vehicle.

Cutei Obifft + Speed of ego vehicle: constant speed (e.g. 60 km/h)
ut-ny ?X"s"t{l)“" * Target vehicle speed: constant in traveling direction (e.g. 40 km/h),

3 points between 0.2 and 2.0 m/s in lateral direction
* Type of vehicle: passenger vehicle, large-sized trailer  ygiming —
+ Compare the detecting position between the actual and simulated environments

Judgment Criteria
At a relative distance of 50 m and below:
* X direction in SIM env.: within 3¢ to the left (shorter distance) of the distribution of
detecting values in the actual environment
* Y direction in SIM env.: within 3o to the night (longer distance) of the distribution of

X detecting values in the actual environment

}’_T X Y Absolute Vall}f

Sim
Travt;:l 3f Act

spee Act
Sim 1
> Time *  Time
mmWave Radar
M Basic Traffic Flow Scenario: Cut-in (2-7)

Object Detecting Speed

Method of Validation

« Plot the speed at which the target vehicle is detected as an object, in the
scenario whereby the vehicle cuts-in in front of the ego vehicle.
Speed of ego vehicle: constant speed (e.g. 60 km/h)
* Object vehicle speed: constant in traveling direction (e.g. 40 km/h),
3 points between 0.2 and 2.0 m/s in lateral direction
* Type of vehicle: passenger vehicle, large-sized trailer g QWE
¢ Compare the detecting speed between the actual and simulated environments

Object position .

Cut-in X, Y)

Judgment Criteria
At a relative distance of 50 m and below:
Detecting value in SIM env.: within 3¢ to the left (slower speed) of
the distribution of detecting values in the actual environment

X
Y Relative Speed
A
» Time
Trave 3o Act
const 1— Sim

spee
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mmWave Radar

B Basic Traffic Flow Scenario: Cut-out (2-8)
Object Detecting Position (Distance/Angle)

Method of Validation
Object 2 ° Plot the position at which the stationary vehicle (object 2) is detected as an object, in
position the scenario whereby there is a stationary vehicle in front of the preceding vehicle
xY) which cuts-out
« Speed of ego vehicle: constant speed (e.g. 60 knvh)
L) * Object 1 vehicle speed: constant in traveling direction (e.g. 40 km/h),
> nearly 1.0 m/s in lateral direction
Cut-out / ): = Object 1 type: passenger vehicle (vehicle which cuts out)
/ * Object 2 type: passenger vehicle (stationary vehicle)
I * Compare the position at which object 2 is detected between the actual and simulated
| environments
I Judgment Criteria
Detecting position after cutting out:
X I * X direction in SIM env. : within 36 to the left (shorter distance) of the distribution of
X_T detecting values in the actual environment
* Y direction mn SIM env. : within 30 to the right (longer distance) of the distribution of
I detecting values in the actual environment
Travel |
const ' . 30 g i
4 = i = 30!
spee I E $ s Act - i Sim
H | Sim z T Act
S ! 2 |
# : < !
| e !
Cut-Out Time Cut—IOut Time
mmWave Radar
M Basic Traffic Flow Scenario: Cut-out (2-9)
Object Detecting Speed
Method of Validation

Cut-out

Object 2
position

X, Y)

« Plot the speed at which the stationary vehicle (object 2) is detected as an
object, in the scenario whereby there is a stationary vehicle in front of the
preceding vehicle which cuts-out

» Speed of ego vehicle: constant speed (e.g. 60 km/h)

* Object 1 vehicle speed: constant in traveling direction (e.g. 40 km/h),

nearly 1.0 m/s in lateral direction

* Object 1 type: passenger vehicle (vehicle which cuts out)

Object 2 type: passenger vehicle (stationary vehicle)

Compare the speed at which object 2 is detected between the actual and

simulated environments

Judgment Criteria
After cutting out:
Detecting value in SIM env.: within 3c of the distribution of detecting
values in an actual environment (toward

Relative Speed slower speed)
1
i
L » Time
3o Aa
1
1\.— Sim
.
.
1
1
:
Cut-out
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F.2.3.2  Validation method of common requirements of LIDAR

LiDAR
(F232.1)

B Basic characteristics of the sensor itself : Angle

Method of Validation
Transmit the beams from the LiDAR to the wall

A 7 positioned at a recognized distance (L), and measure the
\\_ \ /i} o coordinates values of beam spot on the wall.
L[m] \\\ | /% Feam spacing (deg) Confirm that the difference between the simulated and

actual measurements are within an acceptable range.

Judgment Criteria
within £5% of beam spacing (deg)

LiDAR
Difference Between Simulated Space and
Data of Reflection Points oy Actual Measurement
] : = Horizontal
e R e = Vertical

Vertical
Frequency

Difference (deg)
Horizontal Odeg

Within £5% of beam spacing (deg)

LiDAR
. L. . (F23.2.1.1)
B Basic characteristics of the sensor itself : Range
Method of Validation
Standard Reflector Vary the distance between the LiDAR and the standard

% reflector and measure the distance error and variation.

Confirm that they are within an acceptable range.
L[m]

Judgment Criteria

v Avg. error to true value: within £5% of distance to target

Variation difference to actual measurement: within £15%
LiDAR Variation difference to actual

measurement: within +15%

 SIM
*ACT

Avg. error to true value:
within £5% of distance to target ®acT

Average Error
o

Variation (Standard Deviation)

Range Range
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LiDAR
(F232.12)

W Basic characteristics of the sensor itself : Strength / Detection rate (F23.2.1.3)

Method of Validation

Standard Reflector Vary the distance between the LiDAR and the standard reflector,
and measure the strength of reception and rate of detection.
Confirm that they are within an acceptable range.

Lm] Judgment Criteria

Intensity error in relation to actual measurement value: within £20%
Difference in range to actual measurement @ 90% detection: within £20%
Difference in range to actual measurement @ 50% detection: within £20%
Difference in range to actual measurement @ 10% detection: within £20%

+£20%

LiDAR

e o o0 gege, \
L LY 0

g A e
B0 = . FANEE W AN
= g \—o%1
= 3 PR R
= o * \
& 5] 8 2\
Bt \ \
x o \ \

\ \
o0 é L] o\ B\
= \ \
§ \ \
ko) o o\ o \
Q
D
~

° 6\ .\
e s8-0-8-0-0-0-9¢

Distance

Range

% Blue: reflectivity xx% Red: reflectivity xx% Green: reflectivity xx%
% @Actual OSimulation

LiDAR
B Reflection characteristics of the object to be recognized : (1-".213.2.2.1)

Number of Detection Points

Asset Method of Validation
Vary the distance between the LIDAR and the asset and measure the number
of detection points.
Confirm that the difference in the number of detected points is within an
acceptable range.

L[m]
Judgment Criteria
v Error to number of actual points to be within £15%
. (do not include large distances where the number of detected points reduces)
LiDAR Short Range

Number of Points Received

Error to actual measurement within £15%

Range % @ Actual OSimulation
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B Reflection characteristics of the object to be recognized : Size

Asset

L[m]

LiDAR

Method of Validation

LiDAR
(F2.32.22)

Vary the distance between the LiDAR and the asset and measure the size of asset.
Confirm that the difference in size is within an acceptable range.

Judgment Criteria
Difference to actual size within 15%

® sIM
®ACT

,,,_,,T,r,k_,f,_,

Size of Asset

Size of asset

B Reflection characteristics of the object to be recognized :
Dynamic Validation [ Pointcloud Data ]

Method of Validation

-t e

Difference to actual size £15%

Range

LiDAR
(F2.32.2.3)

Approach the stationary vehicle, and compare the change in azimuth, range, number of detection
points, and size over time between the actual and the simulation. (E.g. approach the recognition
target at 40 km/h, and apply the brakes when distance to the vehicle is 20 m and come to a stop)

Layerl

>

EGO CAR

Judgment Criteria

z
-4
5
c
5
s
4
s

Recognition Target
(Stationary)

Layer1

Layer2
Layer3

Direction of travel

isobs;

Direction of travel

Direction of frave!

Laleral direction

Lateral direction

Lateral direction

L Time

The range, number of detection points and size over time, are to satisfy previously mentioned criteria
(F2.3.2.1.1,F2.322.1,F23222)

— [Range]

Averngs Firor

Average a0 e vaioe within +10c_¢ KT

~ [Points Detected]

~ [Size]

Basm angle 5
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LiDAR

B Reflection characteristics of the object to be recognized : (F23.224)

Dynamic Validation [ Object ]

Method of Validation

Approach the stationary vehicle, and compare the change in the object’s range and size over time
between the actual and the simulation. (E.g. approach the recognition target at 40 km/h, and apply
the brakes when distance to the vehicle is 20 m and come to a stop).

Layer1 Layerl
Layer3 Lay:z . ] Layer3 Lave: E
T g E 2 H E E
E|E| S g E -
EGO CAR Recognition Target S Lot drechen Labors drecien
- Lateral direction
(Stationary) e Taa v
m e Time
Judgment Criteria
The range (in the direction of travel and lateral direction) and size over time, are to satisfy
previously mentioned criteria (F.2.3.2.1.1, F2.3.2.2.2)
— [Range (direction of travel, lateral direction) ] —  _ [Size]
% . 2o sode : . ;‘
LiDAR
B Basic Traffic Flow Scenario : (F.23.23.1)
Cut-In Scenario (Standard-sized Vehicle) [ Pointcloud Data ]
Method of Validation
Compare the change in azimuth, range, number of detection points and size over time between the
actual and the simulation, for when a normal vehicle cuts in. (E.g. speed of ego vehicle 60 km/h and
preceding vehicle to cut in at 40 km/h in the direction of travel and 1.0m/s in the lateral direction)
Layert Layerl
Preceding Vehicle = Layer3 teyer2 3
m —Recognition Target 13 § 13 ;;’
Ego Vehicle @5 E E % E % é 00843
§| 2| © gl gl -
g E Lateral direction
Laleral direction
Lateral direction
xln tlz Time

Judgment Criteria
The range, number of detection points and size over time, are to satisfy previously mentioned criteria
(F23.2.1.1,F2322.1,F23222)

— [Range] — [Points Detected] — — [Size]

Varistion difirence

D o 0 scru wichia
ot st v
Avaags umoc ot valos witkin 10a # KT = 1
H .
3 <
tz

Koerige Firor

Basmm angle spacing 2200%

Eeror 1o scrual witkin +10fe|

— Rene @A OSmuston
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LiDAR
B Basic Traffic Flow Scenario : (F23232)

Cut-In Scenario (Standard-sized Vehicle) [ Object ]

Method of Validation

Compare the change in the object’s range and size over time between the actual and the simulation
for when a normal vehicle cuts in. (E.g. speed of ego vehicle 60 km/h and preceding vehicle to cut in
at 40km/h in the direction of travel and 1.0m/s in the lateral direction)

Layer1

Layer2
Preceding Vehicle Layers Layer2 Layers
=Recognition Target
Ego Vehicle ﬁi

Lateral direction

ﬁ
]
<
2

Direction of travel
Direction of travel
Direction of travel
Direction of travel

Direction of travel
Direction of travel

Lateral direction

Lateral direction
Lateral direction
TECTOTT

Taciarul Lateral direction

Time

Judgment Criteria ' :
The range (in the direction of travel and lateral direction) and size over time, are to satisfy previously
mentioned criteria (F.2.3.2.1.1, F.2.3.2.2.2)

— [Range (direction of travel, lateral direction) ] — ~ — [Size]

v
CEd [l o
£35% T .
Aveags emor o ros vl widhin £10czh ® ACT X0 : -
v s our
: . i e

L3

oriation. (Stadard

Deviation)

¥ Besm angle spacing 2200

Avernge Faror

LiDAR
(F232323)

W Basic Traffic Flow Scenario : Cut-In Scenario (Large-sized Vehicle) [ Pointcloud Data ]

Method of Validation

Compare the change in azimuth, range, number of detection points and size over time between the
actual and the simulation, for when a large-sized vehicle cuts in. (E.g. speed of ego vehicle 60 km/h
and preceding vehicle to cut in at 40 km/h in the direction of travel and 1.0 m/s in the lateral direction)

(imi%

Ego Vehicle

Layer Layerl

Layer2

Layer3

Direction of fravel

Sovads

Direction of travel
Direction of travel
Direction of travel
Direction of travel

T
g
5
g
£
=)

Laleral direction

Cut-in vehicle Lateral direction
=Recognition Target Laleral drection

| L Time
t1 2

Judgment Criteria
The range, number of detection points and size over time, are to satisfy previously mentioned

criteria (F.2.3.2.1.1, F2.3.2.2.1, F2.3.22.2)

(Range] [Points Detected] [Size]
S
o e
Avenage amor 1o e viue within 410 o ““"
I ot i [————
e it 210
Ran; Range - 2 @Actual O Smulaton fange
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LiDAR
(F23234)

B Basic Traffic Flow Scenario : Cut-In Scenario (Large-sized Vehicle) [ Object ]

Method of Validation

Compare the change in the object’s range and size over time between the actual and the simulation,
for when a large-sized vehicle cuts in. (E.g. speed of ego vehicle 60 km/h and preceding vehicle to
cut in at 40 km/h in the direction of travel and 1.0 m/s in the lateral direction)

&
&
]

Layer1

Layer2
Layer2 — =
m Layer3 @ Layer3 [

B
Ego Vehicle \

Lateral direction

Direction of travel

Direction of trav
Direction of travel
Direction of travel

Direction of travel
Direction of travel

Lateral direction

Cut-in vehicle
=Recognition Target

Lateral direction
Laleral direcfion

Lateral drecton

ol 5 Time
Judgment Criteria

The range (in the direction of travel and lateral direction) and size over time, are to satisfy previously
mentioned criteria (F.2.3.2.1.1, F2.3.2.2.2)

— [Range (direction of travel, lateral direction) ] —  — [Size]

e} oo
L
Avanags smor e valos ki £10es_® KT
3

e
% o Kt

erition (Standard
Deviation)

Averngs Firor
»,

Besm ansle spacing £200%

LiDAR

W Basic Traffic Flow Scenario : Cut-Out Scenario [ Pointcloud Data ] (F23235)

Method of Validation
Compare the change in azimuth, range, number of detection points and size over time between the actual
and the simulation, for when the preceding vehicle cuts out, resulting in the approach toward a stationary

vehicle. (E.g. speed of ego vehicle while traveling behind the preceding vehicle is 40 km/h as it cuts out,
then ego vehicle approaches the recognition target)

,_
2
Kl

Layer1

Layer2!
Loyer Layer2| Layer3 3
k] % z| B
E s = E k-]
s | £ s S| = c
g |3 g E| 8 £
: . s | 5| 8 | E| E|lemmas
1. Stationary vehicle (speed Okm/h) s | £ §| g| ©
Ego Vehicle R 2|5 s &
= Recognition Target 8 £
. - . o IS s Lateral direction
Preceding vehicle§ ¢ Lateral direction
H Lateral directon Lateral drection
Tara o Laleral direction
L L I
m 5 Time

Judgment Criteria

The range, number of detection points and size over time, are to satisfy previously mentioned criteria
(F2.3.2.1.1,F2.3.22.1,F23.2.2.2)

— [Range] — [Points Detected] — — [Size]

. Verstion 6ifence
e o to scnal within |~
.ot a5 ¥ e}
voage avor toue value witia 2100k @ ACT ! i 3 N
H PR A - : 3 :

0

jarition (Standud
Do
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. . . . g - |
¥ PO b e Basm angls spacing £200%
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LiDAR
B Basic Traffic Flow Scenario : Cut-Out Scenario [ Object ] (F23.2.36)

Method of Validation

Compare the change in range and size over time between the actual and the simulation, for when the
preceding vehicle cuts out, resulting in the approach toward a stationary vehicle. (E.g. speed of ego
vehicle while traveling behind the preceding vehicle is 40 km/h as it cuts out, then ego vehicle

approaches the recognition target)

Ego Vehicle Slalmnal;f' f’ehlq;e (speed Okm/h)
=Recognition Target
Preceding vehicle $£

Judgment Criteria

The range (in the direction of travel and lateral direction) and size over time, are to satisfy previously
mentioned criteria (F.2.3.2.1.1, F2.3.2.2.2)

— [Range (direction of travel, lateral direction) ] —

Layerl Layer1

[ | Layer2
Layer2 Layer3

Layer3

Direction of travel
Direction of travel

Direction of travel

Direction of travel

k)
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§
g
5

Lateral direction

Laleral direction
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Lateral direction

o 5 Time
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F.2.3.3 Validation method of common requirements of Camera

B Camera module calibration [View angle/Optical axis/Distortion] (0-1)

camera

Method of Validation

.
Ssesccccenes

Source: https://www.seika-
di.com/measurement/qanda/qanda_material/Effectoflensdistortion.html

[Measuring condition]

* Darkroom

* Known test chart

* Known light source

* Light source for validation (headlights, sun light)

Use a test chart with glid lines or points, to minimize the
difference between image taken with the real camera and CG
based on the raw data in terms of distortion and resolution

* With the real camera, align the center of the grid chart to the

center of the imaging device (while maintaining the levelness
of the chart) and obtain an image

* With the CG, align the center position in the same way, then

adjust the camera parameters to ensure the surrounding grid is
the same (position) as that of image taken with the real camera

* Adjustment Parameters (examples)

* Distortion and resolution characteristics of overall screen

* The lens’ focal length, distortion characteristics, various
aberrations, center deviation of assembly (between the lens
and the imaging device) and angle deviation, etc.

Judgement Criteria

Length of 1 section of grid X
¥ of the view angle v Visually, the entire image almost overlaps (evaluate the spread of
7 the grid from the viewpoint of visual resolution, SFR spatial

frequency response, and limit resolution).
The difference between the grid coordinates near the evaluation

@ qx ® - x5 ” »

! point and the real camera is 2 [pix] or less.
o o} o

O Mandatory evaluation points

camera

B Camera module calibration [Color/Luminance] (0-2)

Method of Validation

Use a test chart (for colors) to minimize the difference between
image taken with the real camera and CG based on the raw data

Macbeth
chart

18+ colors

luminance representation range + color

[Measuring condition]

Darkroom

Known test chart

Known light source

Light source for validation (headlights, sun light)

Luminance. saturation distribution

m terms of luminance representation and color

Measure with each color block in the chart

Measure statistics of 16 [pix] or more at the target image
position (Brightness, average value of saturation, standard
deviation)

Adjust camera parameters to match up luminance
representation and color reproducibility of general camera
performance between image taken with the real camera and CG
Adjustment parameters (examples):

* Photoelectric conversion characteristics of imaging device, etc.
* Transmittance of lenses, filter on imaging device, etc.
Validation parameters (to check coincidence between real
image and virtual image (CG image)):

+ Exposure control characteristics, etc.

*HDR (high dynamic range) characteristics, etc.

- ISP (1mage signal processing) configuration parameters, etc.

Judgement Criteria

Standard dma%*k For each item, the difference from the real camera is in the range of
+5[%]

A
Average
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B Camera module calibration [Dynamic range] camera

Gray chart
13+ steps
Validate dvnamic range “3

[Measuring condition]

Darkroom

Known test chart

Known light source

Light source for validation (headlights, sun light)

B on-board Camera front calibration [Optical axis] (1-0)

Dynamic range

pix value

overexposure

blackout

windshield

P N o/-Camera

[Measuring condition]

On-board

Known target points

Known light source

Skylight (Sun light source)

Known road surface

(asphalt pavement, horizontal plane)

luminance

(0-3)

Method of Validation

Minimize the difference between image taken with the real

camera and CG based on the raw data by measuring the dynamic

range of the camera for the luminance by gradually changing the

luminance using the known lighting condition.

* Luminance vs. pixel value until overexposure

* The luminance hit to overexposure is handled as 1, and the
luminance until blackout is compared at 6 or more steps.

* It s desirable that the measurement points have a geometric
progression. (1/2, 1/4, 1/8, etc.)

* Adjust camera parameters to match up dynamic range
characteristics

+ Adjustment parameters (examples):
*Photoelectric conversion characteristics of imaging device, etc.
*HDR (high dynamic range) characteristics, etc.

* Validation parameters (to check coincidence between real
image and virtual image (CG image)):
ISP (1mage signal processing) configuration parameters, etc.

Judgement Criteria
* The difference of the luminance at the time of overexposure
between 1mage take with real camera and CG 1s 5 [%] or less.
* The difference of the luminance at the time of blackout
between image take with real camera and CG is 5 [%] or less.

camera

Method of Validation

Minimize mounting error using an aiming method under the

assumption that optical axis is horizontal and parallel to axis of

direction of forward movement.

* Adjust the mounting of camera to locate image of two target
points on optical axis at the center of imaging device, and then
locate image of target points on the right side of previous two
target pomts on the horizontal line through the center of the device

* Adjust related parameters of camera model to render CG so that
they are (positionally) equivalent even in CG.

* Adjustment parameters (examples):

1) Height and orientation of camera mounting (yaw, roll, pitch)
2) Curvature, inclination, and refractive index of the windshield

Judgement Criteria

At the position of the target point on the image, the difference
from the real camera is in the range of 5 [pix] or less.

[Near the center of the ideal image | [Near the center of the real cam. image ] [Near the center of the CG image |

[Near the side of the ideal image | [Near the side of the real cam. image ] [Near the side of the CG image |
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B On-board Camera calibration for front side [Distortion]

Windshield

Camera

Capture -> difference

escccses

*sescccsccses

Source: https://www.seika-
di.com/measurement/qanda/qanda_material/Effectoflensdistortion.html

[Measuring condition]

* Darkroom

* Known test chart

* Known light source

* Light source for validation (headlights, sun light)

Length of 1 section of grid
Y of the view angle

AVA
7
__o.__ _____ Q. _____ __O__
i
[}
o o o

O Mandatory evaluation points

B On-board Camera calibration for front side [Color/Luminance]

Macbeth
chart
18+ colors

luminance representation range + color

[Measuring condition]

* Darkroom

* Known test chart

* Known light source

* Light source for validation (headlights, sun light)

Length of 1 section of grid
¥ of theview angle

— v
7
,,,O q‘\ o,,,
|
]
o o] o

O Mandatory evaluation points

camera
a-1)

Method of Validation

Use a test chart with glid lines or points, to minimize the difference,
caused by windshield, between image taken with the real camera
and CG based on the raw data in terms of distortion and resolution
¢ With the real camera, align the center of the grid chart to the
center of the imaging device (while maintaining the levelness of
the chart) and obtain an image
* With the CG, align the center position in the same way, then
adjust the camera parameters to ensure the surrounding grid is
the same (position) as that of image taken with the real camera
¢ Adjustment Parameters (examples)
* Distortion and resolution characteristics of overall screen
* Height and orientation of camera mounting (yaw, roll, pitch)
Curvature, inclination, and refractive index of the windshield,
etc.

Judgement Criteria

*  Visually, the entire image almost overlaps (evaluate the
spread of the grid from the viewpoint of visual resolution,
SER spatial frequency response, and limit resolution).

*  The difference between the grid coordinates near the
evaluation point and the real camera is:

*  Near center: 5 [pix] or less
*  Peripheral: 30 [pix] or less

camera
(1-2)

Method of Validation

Use a test chart (for colors) to minimize the difference, caused by

windshield, between image taken with the real camera and CG

based on the raw data in terms of luminance representation and
color

* Measure with each color block in the chart

* Measure statistics of 16 [pix] or more at the target image
position (Brightness, average value of saturation, standard
deviation)

* Evaluate luminance representation and color reproducibility of
general camera performance between image taken with the real
camera and CG

* Adjustment parameters (examples):

*Photoelectric conversion characteristics of imaging device, etc.
* Wavelength-dependent reflectance and transmittance of
windshield, etc.

Judgement Criteria

For each item at each evaluation point, the difference from the real
camera is in the range of +5 [%]

Luminance. saturation distribution

Standard devia@[L
| )

—

Average
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B On-board camera calibration for front side

Windshield

Headlights

————

Known road surface

[Measuring condition]
* Darkroom
* Known light source (headlights)
* Known reflection board (lambert reflector, vertical)
* Known road surface
(asphalt pavement, horizontal plane)

™

AV
7

Length of 1 section of grid:
¥ of the view angle

- O O

0 0

O Mandatory evaluation points

VN Lighting area

B On-board camera calibration [Special frequency]

Special frequency
measm ement board

camera
(1-3)

[Color/Luminance (headlights)]

Method of Validation

Minimize the difference between image taken with the real
camera and CG in terms of luminance representation and color
at measuring points (5 or more in lighting area and 3 or more out
of lighting area) by two steps (with known reflection board, then
with known road surface)

* Measure statistics of 16 [pix] or more at the target 1mage
position (Brightness, average value of saturation, standard
deviation)

* Adjustment parameters (examples):

*Known reflection board: color and lummance of light beam
on each direction of headlight, etc.
*Known road surface: Reflectance of road surface, etc.

Judgement Criteria

For each item at each evaluation point, the difference from the real
camera 1s in the range of £5 [%]

Luminance. saturation distribution

Standard deviation

Average

camera
(1-4)

Verification methods

Using a frequency within space measurement board , the gap of
Frequency within space between the actual camera and the CG is the

iz

criterion for judgment. Adjust the model to meet your requirements.

* In an actual camera, while maintaining the level of frequency
within space

measurement board, align the center pomt of the

chart with the center point of the imaging device, acquire images,

and calculate a horizontal / vertical MTF curve.
* Similarly, with a CG camera, the center points are aligned, the

[Measurement conditions]

*dark room

*Use a specified light source

(The entire board must be able to
maintain moderate contrast.)

*Use a frequency within space
measurement board that can measure
appropriate resolution

according to camera specifications.
*Place the board at a distance where
you can focus.

Camma
CG(OK)

CG(NG)

parameters of the vehicle orientation and mounting position are
adjusted so that the position of the black line is positionally the
same as the actual image, the image is acquired, and the
horizontal / vertical MTF curve 1s calculated.

Judgment Criteria
The MTF difference is 5

In the region where the MTF is close to 0, the CG result does not
produce more contrast than the actual machine.

i

[%] or less in areas other than 0 MTF.

Frequency within Space
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B Asset (ego-vehicle stopped) recognition target (vehicle) [Position] camera
B Scenario recognition target (vehicle) [Position] (2-1/3-1)

[Measuring condition]
* On-board
* Known target points
* Known skylight (sun light, dark of the moon)
* Known road surface
(asphalt pavement, horizontal plane)

X Reference information for judgement criteria
near center of image
* Measure error of distance to target vehicle: 1[%)]
» TImage sensor horizontal pixels @ 2880 [pix]
size: 8.64 *107-3[m]

¢ Lens parameter focal length: 7.9*107-3[m]

distortion ratio @ 15%
* Vehicle width @ 1.745[m]

B Asset (ego-vehicle stopped/low-speed) recognition target (vehicle) camera
[Color/Luminance] (2-2/3-2)
B Scenario recognition target (vehicle) [Color/Luminance] (4-2/5-2)

[Measuring condition)]
On-board
Known target points
Known skylight (sun light, dark of the moon)
Known road surface
(asphalt pavement, horizontal plane)

Luminance. saturation distribution

Standard deviation

Average

Judgement Criteria

For each item, the difference from the real camera is
in the range of £20 [%)]

Method of Validation (4-1/5-1)

Check the position of target vehicles is the same between real and

virtual environment

* Speed of ego vehicle: stopped, approxmmately S[km/h] or 10[km/h]

* Speed of target vehicles: stopped, approximately 5[km/h] or
[10km/h]

¢ Travel on known roads (straight lines, steady circles (e.g., R100))

* Target vehicle 1: Passenger vehicle

» Target vehicle 2: Large-sized vehicle

» Target vehicle 1 is initially located at approximately 10[m] or
30[m] ahead of ego vehicle (If possible, use high-precision GPS)

» Target vehicle 2 is initially located at approximately 10[m] ahead
of ego vehicle (If possible, use high-precision GPS)

» Keep target vehicle 1 at initial position or move target vehicle 1 to
keep a distance form ego vehicle

* Move target vehicle 2 to keep a distance form ego vehicle

* Keep target vehicle 1 on ego lane

* Locate target vehicle 2 on ego or adjacent lane initially, then keep
on the mitial lane or change to another lane

* Record time series of distance (position), relative-speed, and
images of both target vehicle 1 and 2 using real environment

» Render CG for the same scenario

» Compare positions of 3 or more feature points (gap of vehicle’s
body, etc.) of both images.

Judgement Criteria
The differences of correspondent feature points between on image
taken with the real camera and on CG
* Near center: 5 [pix] or less
* Peripheral: 30 [pix] or less

Method of Validation

Check the luminance and color of target vehicles is the same between

real and virtual environment

* Speed of ego vehicle: stopped, approximately 5[km/h] or 10[km/h]

* Speed of target vehicles: stopped, approximately 5[km/h] or
10[km/h]

¢ Travel on known roads (straight lines, steady circles (e.g., R100))

* Target vehicle 1: Passenger vehicle

¢ Target vehicle 2: Large-sized vehicle

* Target vehicle 1 is initially located at approximately 10[m] or
30[m] ahead of ego vehicle (If possible, use high-precision GPS)

 Target vehicle 2 is mitially located at approximately 10[m] ahead
of ego vehicle (If possible, use high-precision GPS)

* Keep target vehicle 1 at initial position or move target vehicle 1 to
keep a distance form ego vehicle

* Move target vehicle 2 to keep a distance form ego vehicle

* Keep target vehicle 1 on ego lane

* Locate target vehicle 2 on ego or adjacent lane initially, then keep
on the initial lane or change to another lane

* Record time series of distance (position), relative-speed, and
images of both target vehicle 1 and 2 using real environment

* Render CG for the same scenario

* Measure the luminance and color expressions of the body, bumper,
and preferably the tail lamps, when the sun is shining and when
there is in shadow

* Measure statistics (brightness, average saturation, standard
deviation) of 16 [pix] or more at the target image position, and
then compare them
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B Asset (ego-vehicle stopped/low-speed) recognition target (boundary)[Position] camera
B Scenario recognition target (boundary) [Position] (2-4/3-4)

Target vehicle 2 Target vehicle 1

—Camera _0;_ e

i Distance ( 10[m}
[ —

Distance (30[m])

[Measuring condition]
On-board
Known target points
Known skylight (sun light, dark of the moon)
Known road surface
(asphalt pavement, horizontal plane)

% Reference information for judgement criteria
near center of 1mage
* Measure error of distance to target vehicle: 1[%)]
* Image sensor horizontal pixels : 2880 [pix
size: 8.64 *¥107-3[m]

* Lens parameter focal length: 7.9*10”-3[m]

distortion ratio @ 15%
* Vehicle width : 1.745[m]

Method of Validation (5-4)

Check the position of target vehicles is the same between real and

virtual environment

* Speed of ego vehicle: stopped, approximately 5[km/h] or 10[km/h]

* Speed of target vehicles: stopped, approximately 5[km/h] or
10[km/h]

* Travel on known roads (straight lines, steady circles (e.g., R100))

« Target vehicle 1: Passenger vehicle

* Target vehicle 2: Large-sized vehicle

* Target vehicle 1 is initially located at approximately 10[m] or
30[m] ahead of ego vehicle (If possible, use high-precision GPS)

* Target vehicle 2 1s initially located at approximately 10[m] ahead
of ego vehicle (If possible, use high-precision GPS)

* Keep target vehicle 1 at initial position or move target vehicle 1 to
keep a distance form ego vehicle

* Move target vehicle 2 to keep a distance form ego vehicle

* Keep target vehicle 1 on ego lane

* Locate target vehicle 2 on ego or adjacent lane initially, then keep
on the initial lane or change to another lane

* Record time series of distance (position), relative-speed, and
images of both target vehicle 1 and 2 using real environment

* Render CG for the same scenario

* Measure the positions of the comparison positions on the
boundary on the images, and then compare them

Judgement Criteria

The differences of correspondent feature points between on image

taken with the real camera and on CG

* Near center: 5 [pix] or less

* Peripheral: 30 [pix] or less

B Asset (ego-vehicle stopped/low-speed) recognition target camera
(boundary) [Color/Luminance] (2-5/3-5)
B Scenario recognition target (boundary) [Color/Luminance] (5-5)

Target vehicle 2 Target vehicle 1

i Distance, 10[m] ; !
<!

Distance (30[m])

[Measuring condition]
* On-board
* Known target points
¢ Known skylight (sun light, dark of the moon)
* Known road surface

(asphalt pavement, horizontal plane)

Luminance. saturation distribution

Standard deviation

Average

Judgement Criteria

For each item, the difference from the real camera
is in the range of £20 [%)]

Method of Validation

Check the luminance and color of target of target vehicles is the

same between real and virtual environment

* Speed of ego vehicle: stopped, approximately 5[km/h] or 10[km/h]

* Speed of target vehicles: stopped, approximately 5[km/h] or
10[km/h]

¢ Travel on known roads (straight lines, steady circles (e.g., R100))

* Target vehicle 1: Passenger vehicle

+ Target vehicle 2: Large-sized vehicle

« Target vehicle 1 is initially located at approximately 10[m] or
30[m] ahead of ego vehicle (If possible, use high-precision GPS)

« Target vehicle 2 is initially located at approximately 10[m] ahead
of ego vehicle (If possible, use high-precision GPS)

« Keep target vehicle 1 at initial position or move target vehicle 1 to
keep a distance form ego vehicle

* Move target vehicle 2 to keep a distance form ego vehicle

* Keep target vehicle 1 on ego lane

* Locate target vehicle 2 on ego or adjacent lane initially, then keep
on the initial lane or change to another lane

* Record time series of distance (position), relative-speed, and
images of both target vehicle 1 and 2 using real environment

* Render CG for the same scenario

* Measure the luminance and color expressions of the lane marker
and road, when the sun 1s shining and when there is in shadow.

* Measure statistics (brightness, average saturation, standard
deviation) of 16 [pix] or more at the target image position, and
then compare them.
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B Asset (ego-vehicle stopped) recognition target (vehicle) camera
[Distance/Speed] (2-3-1/2-3-3/3-3-

B Scenario recognition target (vehicle) [Distance/Speed| 1/3-3-3)
(4-3-1/4-3-3/5-3-

1/5-3-3)

Method of Validation

Check the recognition results is the same between real and virtual environment

* Speed of ego vehicle: stopped, approximately 5[km/h] or 10[km/h]

* Speed of target vehicles: stopped, approximately S[km/h] or 10[km/h]

* Travel on known roads (straight lines, steady circles (e.g., R100))

* Target vehicle 1: Passenger vehicle

* Target vehicle 2: Large-sized vehicle

* Target vehicle 1 is initially located at approximately 10[m] or 30[m| ahead of ego vehicle

* Target vehicle 2 1s imitially located at approximately 10[m] ahead of ego vehicle

Keep target vehicle 1 at initial position or move target vehicle 1 to keep a distance form

ego vehicle

* Move target vehicle 2 to keep a distance form ego vehicle

* Keep target vehicle 1 on ego lane

* Locate target vehicle 2 on ego or adjacent lane initially, then keep on the initial lane or
change to another lane

* Record time series of distance (position), relative-speed of target vehicle 1 and 2 using real
and virtual environments, respectively. If there is constant offset, get the offset from
correlativity and cancel the effect from that if need, then compare those recorded data.

Target vehicle 1

Target vehicle 2
.

Distance(30[m])

Distance(10[m])

Judgement Criteria
* The difference of distance is in the range of =5 [%] from real environment
« The difference of speed is in the range of £10 [%] from real environment

Stopped or travel
at constant speed

B Asset (ego-vehicle stopped) recognition target (vehicle) camera
[Size/Orientation] (2-3-2/3-3-2)
B Scenario recognition target (vehicle) [Size/Orientation|] (4-3-2/5-3-2)

Method of Validation

Check the recognition results is the same between real and virtual environment

* Speed of ego vehicle: stopped, approximately 5[km/h] or 10[km/h]

* Speed of target vehicles: stopped, approximately 5[km/h] or 10[km/h]

* Travel on known roads (straight lines, steady circles (e.g., R100))

* Target vehicle 1: Passenger vehicle

* Target vehicle 2: Large-sized vehicle

» Target vehicle 1 is initially located at approximately 10[m] or 30[m] ahead of ego vehicle

 Target vehicle 2 is initially located at approximately 10[m] ahead of ego vehicle

» Keep target vehicle 1 at initial position or move target vehicle 1 to keep a distance form ego
vehicle

* Move target vehicle 2 to keep a distance form ego vehicle

» Keep target vehicle 1 on ego lane

* Locate target vehicle 2 on ego or adjacent lane initially, then keep on the initial lane or change
to another lane

* Record time series of height, width and orientation of target vehicle 1 and 2 using real and
virtual environments, respectively. If there is constant offset, get the offset from correlativity

and cancel the effect from that if need, then compare those recorded data. Orientation
e

Target vehicle 1

Target vehicle 2

Distance(30[m])

~
=
=
=3
=
=
Q
2
154
£
.4
]

Judgement Criteria
* The difference of size is in the range of £5 [%] from the

real environment *
* The difference of orientation is in the range of £5 [%)] Height
from the real environment

Stopped or travel
at constant speed
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B Asset (ego-vehicle stopped) recognition target (vehicle) [Type] camera

B Scenario recognition target (vehicle) [ Type] (2-3-4/3-3-4)
(4-3-4/5-3-4)

Method of Validation

Check the recognition results 1s the same between real and virtual environment

* Speed of ego vehicle: stopped, approximately S[km/h] or 10[km/h]

* Speed of target vehicles: stopped, approximately 5[km/h] or 10[km/h]

¢ Travel on known roads (straight lines, steady circles (e.g., R100))

¢ Target vehicle 1: Passenger vehicle

* Target vehicle 2: Large-sized vehicle

* Target vehicle 1 is initially located at approximately 10[m] or 30[m] ahead of ego vehicle

¢ Target vehicle 2 1s mtially located at approximately 10[m] ahead of ego vehicle

* Keep target vehicle 1 at initial position or move target vehicle 1 to keep a distance form
ego vehicle

* Move target vehicle 2 to keep a distance form ego vehicle

* Keep target vehicle 1 on ego lane

* Locate target vehicle 2 on ego or adjacent lane initially, then keep on the nitial lane or

Target vehicle 1

Target vehicle 2

Distance(30[m])

g change to another lane
= * Record time series of types of target vehicle 1 and 2 using real and virtual environments,
é respectively, then compare those recorded data.
T g * Check type defined by the recognition process as the output
2
g g
=9
2z
o9
23 o
”E Judgement Criteria
¢ Target type is the same
B Asset (ego-vehicle stopped/low-speed) recognition target camera
(boundary) [Curvature] (2-6-1/3-6-1)
B Scenario recognition target (boundary) [Curvature] (-6-1)

Method of Validation

Check the recognition results is the same between real and virtual

environment

* Speed of ego vehicle: stopped, approxmmately 5[kmvh] or 10[km/h]

¢ Travel on known roads (straight lines, steady circles (e.g., R100))

* Record time series of curvature of boundary lines, which are parts
of steady circles and from approximately 40[m] from ego vehicle,
for ego lane using real and virtual environments, respectively. If

there 1s constant offset, get the offset from correlativity and cancel
\ the effect from that if need, then compare those recorded data.

curvature radius

Judgement Criteria
* The difference of curvature is in the range of £15 [%] from the real
environment
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B Asset (ego-vehicle stopped/low-speed) recognition target
(boundary) [Azimuth]
B Scenario recognition target (boundary) [Azimuth]|

Method of Validation

environment

then compare those recorded data.

Judgement Criteria

camera
(2-6-2/3-6-2)
(5-6-2)

Check the recognition results is the same between real and virtual

* Speed of ego vehicle: stopped, approximately 5[kmv/h] or 10[km/h]

» Travel on known roads (straight lines, steady circles (e.g., R100))

* Record time series of azimuth of boundary lines for ego lane from
the position of ego vehicle (e.g., head of the vehicle) using real and
virtual environments, respectively. If there is constant offset, get
the offset from correlativity and cancel the effect from that if need,

¢ The difference of azimuth is in the range of £10 [%] from the real

environment

B Asset (ego-vehicle stopped/low-speed) recognition target
(boundary) [Lateral position]
B Scenario recognition target (boundary) [Lateral position]

Method of Validation

environment

Lateral
position

Distance (5[m])

Judgement Criteria

camera
(2-6-3/3-6-3)
(5-6-3)

Check the recognition results 1s the same between real and virtual

* Speed of ego vehicle: stopped, approximately 5[km/h] or 10[km/h]
* Travel on known roads (straight lines, steady circles (e.g. R100))
* Record time series of lateral positions of boundary lines for ego
lane from the position of ego vehicle (e.g., 5[m] ahead of the
vehicle) using real and virtual environments, respectively. If there
1s constant offset, get the offset from correlativity and cancel the
effect from that if need, then compare those recorded data

Check both left and right boundary lines of ego lane

* The difference of lateral position 1s m the range of £5 [%)] from the real

environment
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B Asset (ego-vehicle stopped/low-speed) recognition target camera
(2-6-4/3-6-4)
(boundary) [Type] (5-6-4)
B Scenario recognition target (boundary) [Type]
Method of Validation
Check the recognition results is the same between real and virtual
environment

Speed of ego vehicle: stopped, approximately 5[km/h] or 10[km/h]
Travel on known roads (straight lines, steady circles (e.g., R100))
Record time series of types of boundary lines using real and virtual
environments, respectively, then compare those recorded data.
Check type defined by the recognition process as the output (real
line, broken line, line color, etc.)

Judgement Criteria
* Target type is the same
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F.3 perception disturbance reproducing requirement and reproductivity validation method

In this section items to be confirmed as perception disturbance reproducing requirement and validation
method are clarified. The way of study is the same as common requirement.

As a first step, clarifying the way of thinking about what items should be done as perception disturbance
reproducing requirement is shown. After that clarifying validation method for each sensor based on this way of
thinking. This method is defined based on each sensors’ principle thus it is necessary to clarify method when
validating another principle’s sensor following the way of thinking. This validation method shown below can
be replaced by another method that can verify the same contents.

F.3.1 Way of thinking about perception disturbance reproducing requirement

This section clarifies the way of thinking about the items to be set as perception disturbance reproducing
requirement. Doing same process of common requirement, component of object detection are defined as
below elements as (D sensor/vehicle itself, @ space where the signal propagates (3 recognition
target(fig.F-3), and items to be validated and their criteria without perception disturbance for each element
are clarified. Additionally the method to validate that recognition target can be detected under basic traffic
disturbance scenario is defined to confirm this totally.

F.3.2 Way of thinking about perception disturbance reproducing requirement for each sensor

F.3.2.1 Way of thinking about perception disturbance reproducing requirement for millimeter ware
Radar

In accordance with the principles of the Radar perception, validates whether physical amount of
distance, direction, relative speed and received wave intensity are reproduced (fig.F-4)

Based on this way of thinking, list of actual requirement shown in table.F-4 is clarified.
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Perception process

Recognition process

Signal from perception target (S)

Signal from others

Processing performance

" " n Processin:
Phase Strength Noise (N) Undesired signal (U) ability 9 Detection Clustering Tracking Classification
Change of DOA High intensity Low S/N Low D/U Increasing of U (Output of reflected point cloud of target) | (grouping of reflected points) (tracking of target) (1dentifcation of target)
Lack of points
Method of [not a Frequen Reflection Change of No signal Large Low S/N Low S/N Low S/N Low D/U Low D/U Low D/U Low D/U Low D/U Low D/U Increasing of U to be False detection | No detection Unexpected
) cy Refractio| propagation ) Harmoni| differnce Low S/N (attenuation at (low (road N (floating (sensors processed y . Unexpected distribution Unexpected
Items Paramters Requirements Validation |disturba (indirect (partial) | Aliasing (attenuatio (change of (surrounding (sensors on (road surface of undesired of required movements
n delay c of signal | (change of angle) the sensor . retroreflecti surface objects in on ego Lack of ) . of point cloud objects
No. nce wave) nin space) angle) structures) other cars) reflection) signal signal (between frames)
surface) on) reflection) space) cars) calculating
ability
Signal Intensity Ratio Distance/Angle  |>/9n3! intensity ratio of target 1 and 2is 3-1 o
equivalent to the actual environment.
Simulating Simulating the HMFW ratio of target 1 and 2 is equivalent _
Large Difference |Disturbance HMFW Ratio Distance/Angle to the actual environment. 32 ©
of Signals Phenomena The signal from a motorcycle is obscured
Buried Signals Distance/Angle by the signal of a large vehicle in the same 3-3 o
way as the actual environment.
Simulating the Envelope line in received power is
Disturbance Received Power Distance > P 4-1 o
Phonomons equivalent to the actual environment.
o g Lo Envelope in received power of the
Road Surface Road Surface Received Power Distance reflected wave from C/R is equivalent to 4-2 ]
Validation of  |multipath Material/Road the actual environment.
Disturbance Surface Null points distances in received power of
Reproducibility Condition Null points Distance the reflected wave from C/R is equivalent 4-3 o
to the actual environment.
The phenomenon, whereby the signal from
Simulating the the recognition target becomes buried in
. . Disturbance Buried Signals Distance/Angle the signal from the signage board, occurs 5-1 (o]
Simulating Low  |phenomena in the same way as the actual
D/U Due to environment.
Change of the Reflective signal intensity ratio of the target and
Angle Properties of Signal Intensity Ratio Distance/Angle  |signage board is equivalent to the actual 5-2 o
Overhead environment. §
Structures HMFW Ratio Distance/Angle | IMFW ratio of the target and signage 5-3 o
board is equivalent to the actual
Simulating Low N N PP
Simulating the The cumulative distribution of the received
3/: [1ue to Disturbance Eei:ﬂ:;\viglesﬁnbut\on of the Vehicle orientation [power within a certain distance range is 6-1 [e]
O:elr?tzt\on Phenomena P equivalent to the actual environment.

Table F-4. perception disturbance of millimeter radar, reproductivity validation and disturbance principle

(C)Copyright Japan Automobile Manufacturers Association, Inc., All rights reserved.
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F.3.2.2  The way of thinking about perception disturbance reproducing requirement for LIDAR

In accordance with the principles of the LIiDAR perception, validates whether physical quantities like azimuth,
range, strength, number of detection points and size are reproduced(fig.F-5).

Based on this way of thinking, list of actual requirement shown in table.F-5 is clarified.
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Perceptual part

Signal from recognition target (S) Signal from non-—recognition target
Scan timing S strength S Propagation direction S speed N factor U factor
No - Misalignmen Signal from | Signal from
disturbance Misalignmen t of position non-— non-—
t of overall P Saturation : No S due to . . Arrival time Pulsed . Multiple .
. of Attenuation of S . Reflection | Refraction N DC noise X recognition | recognition
spatial " of S occlusion of § noise reflections
osition recognition target target
P target (Reflection) | (Refraction)
reflelz:t)iv;n of Adhesion to
e . . . Validation the Rain/Snow/| Exhaust [Adhesion to
Verification perspective Explanation target item Parameters request the " .
Method No. recognition recognition Fog gas/Hoisting| the sensor
target target
Altitude Being able to detect after changing the position from 0 to F2421 o o
90 degrees
A standard reflector is installed |n. front of Direction Being able to detect after changing the position from 0 to F2421 o o
Error mean |LiIDAR, the error average and variance are 360 degrees
and measured by changing the distance, and it is |Standard reflector light source . . .
variation verified that the difference from the actual The brightness can be detected by changing the brightness
measurement is within the judgment criteria. . from 0 to XX mW/mm"2. . ) ’
Brightness (Since the wavelength range differs depending on LiDAR, F24.21 (@] (]
set it within the range that can be taken according to the
wavelength that Lidar emits.)
Altitude Being able to detect after changing the position from 0 to F2422 o o
90 degrees
A standard reflector is installed in front of . . Being able to detect after changing the position from 0 to
Directi F2422
LiDAR, the reception intensity and detection frection 360 degrees S o
Noise probability are measured by changing the Standard reflector light source . ) .
distance, and it is verified that it is within the The brightness can be detected by changing the brightness
. R from 0 to XX mW/mm"2.
i udgment criteria.
RD'St“Jba?I,e puce Brightness (Since the wavelength range differs depending on LIDAR,  |F.2.4.2.2 o o
eprc')f‘ “c'. ility Reception set it within the range that can be taken according to the
verification strength wavelength that Lidar emits.)
and
detect!t?n Altitude Being able to detect after changing the position from 0 to F2423 o o
probability 90 degrees
. . Being able to detect after changing the position from 0 to
Directi F2423
Install the asset in front of LIDAR and Asse.t frection 360 degrees o ©
N . N (Vehicles, Motorcycles, .
change the distance to verify the difference . light source _ . |
in the number of received points People, Installations, The brightness can be detected by changing the brightness
' Falling objects) from 0 to XX mW/mm"2.
Brightness (Since the wavelength range differs depending on LiDAR, F2423 (@] (]
set it within the range that can be taken according to the
wavelength that Lidar emits.)
Reproducibil It can be detected by vehicles with high ground clearance,
ity of Install the asset in front of LIDAR and Reflector Shape vehicles with low vehicle height, motorcycles, bicycles, F2424 (@]
Attenuation of S cognitive |change the distance to verify the difference [Vehicle angular vehicles, and rounded vehicles.
disturbance [in the number of received points.
s Mirror reflector Color, Material |What can be detected by black paint and specular reflection |F.2.4.2.4 (@]

Table F-5.

perception disturbance of LiDAR, reproductivity validation and disturbance principle
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F.3.2.3  The way of thinking about perception disturbance reproducing requirement for Camera
As shown in the section about common requirement, camera can use color information while active type
sensors can detect distance information and camera cannot detect it in perception block, so that this
characteristic is very important to validate reproductivity under perception disturbance.

Based on this way of thinking, list of actual requirement shown in Table.F-6 is clarified.
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Perception Recognition

ptice Imager Image Fazture Detection, Peositioning Tracking
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@[ m e = I =
= o
. - . . Recognized parameter values of the recognition target in virtual environment are -
shielding Placement verification (s hield Shape, Size X .g P i i g £ - == - == — = = = — = =1=]=1% = = = = = =
eimilar to onee in real environment.
. e . . . - Recognized parameter values of the recognition target in virtual environment are -
(Shelter: mud. water droplets. color luminance verification(shield Luminance, Hue, Color X .g F i i g & === 1=-1=-|-| - - - —|=1-1-1-|=-]2 - —| =] - - - - - =
eimilar to onee in real environment.
. e - o Recognized parameter values of the recognition target in virtual environment are -
(passenger cars, large vehicles Placement verification (landmarlce: Shape, Size . X X —|=1=-1=1=-1=-[-1=-1- - — — — — == =]=-|= — - =1 - — — — — =
eimilar to onee in real environment.
Recognized parameter values of the recognition target in virtual environment are
(boundary linee: white, solid. dashed color luminance verification Luminance, Hue, Calor . X X B-1-2-2( b —|=1=-1=1=-1=-[-1=-1- — — — — — == =]=-|= — - =1 - — — — — =
eimilar to onee in real environment.
- i . Recognized parameter values of the recognition target in virtual environment are - -
Recognition result (Object) Relative distance . i X —|=1=-1=1-1=-[-1-1- - - - — — == =]=-|= — - =1 - — — — O —
(gurface: curved, asphalt similar to ones in real environment.

Recognized parameter values of the recognition target in virtual environment are

Size, Direction B-1-3-2| I — | ==1=|=]=|=-|=1]- = — — — — = =1=1=2 — — | = = - — — o

eimilar to onee in real environment.

. . Recognized parameter values of the recognition target in virtual environment are )
Relative velocity B-1-3-3| I - =1=1=1=-{=1-1=|-| - = = - |=|==-f-1=1% = |= ==l = = = o]
eimilar to onee in real environment.

Recognized parameter values of the recognition target in virtual environment are

Claesification B-1-3-4| b — | ==1=|=]=|=-|=1]- = — — — — = =1=1=2 — — | = = - — — o

eimilar to onee in real environment.

Recognized parameter values of the recognition target in virtual environment are

Placement verification(boundary line! Shape, Size o i i — | ==1=1==1=-1=|-=-| - = = — === =-1="& = [|= == = — — — —
eimilar to onee in real environment.
P P . - Recognized parameter values of the recognition target in virtual environment are -
color verification( v line: L . Hue, Color o ) ) —|==1=1=-=-]=-1=|-| - = = — |=l=|==1=& — | ==]-=] = — — — —
eimilar to onee in real environment.
- . . - Recognized parameter values of the recognition target in virtual environment are - -
Recognition result (boundary line) Curvature R [N | [ I N I I - = = = = — = =1=1=2 — — | = = — — — o —

eimilar to onee in real environment.

Recognized parameter values of the recognition target in virtual environment are

Azimuth Big2| e | = | === =[F===1-=-| = | = | = | = |=-|=|=|=-F=l2 — |-|=-|=-] - | =| — | ©

eimilar to onee in real environment.

Recognized parameter values of the recognition target in virtual environment are

Lateral position . ) .
eimilar to onee in real environment.

~ e Recognized parameter values of the recognition target in virtual environment are ) -
Claesification B-1-6-4| L — | ==1=|=]=|=-|=1]- — — — — —|==|=I=& — — | = = — — o

eimilar to onee in real environment.

{gurface: curved, asphalt) similar to ones in real environment.

- . . - Recognized parameter values of the recognition target in virtual environment are _
Recognition result (Boundary line) Curvature . i X B-2-2-5| - — | ==1=|=]=|=-|=1]- — — — — R (R N N (N — o|—-| - - — o
eimilar to onee in real environment.

=

&

E Adjust zpatial f haracteristics to meet jud t criteria based on

'S |Low contrast Spatial frequency MTF B ) - ) ° B-2-1 -zl =-1=|-|=-|-|1—-1- = = = = el el el el e e |- - = = = = =
T RAW imagee of real and virtual (CG) environment

= |- - . Recognized parameter values of the recognition target in virtual environment are

= |(Fog) Recognition result (Object) Relative distance ..g |::. v_ 2 2 ! ! -2-2-1( L i el e e et = = = = el el el el e = |- - = = = A =
= eimilar to onee in real environment.

-

£ . o Recognized parameter values of the recognition target in virtual environment are - -

= B L Size, Direction L i X B e e e e e e Bl e e e e e e = e el e e e =
o [\passengercars, large vehicles) similar to ones in real environment.

2 . . Recognized parameter values of the recognition target in virtual environment are - -

= |P X i X X Relative velocity L i X B-2-2-3 - =1=1=1=-{=1-1=|-| - = = - |=1==-1=-1=-1- - |(=|--] - = = o] =
S  |iboundary lines: white, solid, dashed) similar to ones in real environment.

E e Recognized parameter values of the recognition target in virtual environment are - -

2 Claseification B e e e e e e Bl e e e e e e = e el e e e =
2

B

@

4

o

o

Acimuth Recognized parameter values of the recognition target in virtual environment are
eimilar to onee in real environment.

. Recognized parameter values of the recognition target in virtual environment are _ -
Lateral position B-2-2-7| I - =1=1=1=-{=1-1=|-| - = = - |=1==-1=-1=-1- - |(=|--] - = = o]
eimilar to onee in real environment.

Recognized parameter values of the recognition target in virtual environment are

Clazsification B-z-2-8| © R [N | [ I N I I - = = = = — | === = — — o|—-| - — — — o

eimilar to onee in real environment.

e v e Dynamic range Histogram Parameters in virtual environment (CG) are similar to ones in real environment Bl | v ===l ]=1-1"- - - Sl-|=lel=|=f= = |2|=|=| = - - — —
o Mumber of clipped whites pixels, L . ot L . . - - = o
e e Parameters in virtual environment (CG) are similar to ones in real environment B-3-2 ===l - - - A i e Il I (el I e i (Rl - - - -

Time

- . Recognized parameter values of the recognition target in virtual environment are
(Tunnel Recognition result (Object: Vehicles) Relative distance ..g |::. v_ 2 2 ! ! B-3-3-1( L i el e e et = = o = el el el el e = S|l—-| - = =
eimilar to onee in real environment.

. . L Recognized parameter values of the recognition target in virtual environment are
(passenger cars, large vehicles Size, Direction . i i B-3-3-2| & R [N | [ I N I I - = = o = — == =]=1= — o|-| - — —
eimilar to onee in real environment.

Recognized parameter values of the recognition target in virtual environment are

(boundary lines: white, solid, dashed Relative velocity . i i B-3-3-3| L — | ==1=|=]=|=-|=1]- — — o — R (R N N (N — o|-| - - — — — —
eimilar to onee in real environment.
P Recognized parameter values of the recognition target in virtual environment are - .
. Claseification o i X B-3-3-4| - —|=]=1=|=-1=1=-[=|-1 - = o — === =]=-1]= = o|-| - — — — — —
(Road surface: straight. asphalt similar to ones in real environment.

- s Recognized parameter values of the recognition target in virtual environment are
Recognition result (Object) Claesification ..g |::. v_ 2 2 ! ! B-3-3-5( L i el e e et = = = o el el el el e = S|l—-| - = =
eimilar to onee in real environment.

Recognized parameter values of the recognition target in virtual environment are

Recognition result (Boundary line) Curvature B-3-5-1 - — | ==1=|=]=|=-|=1]- — — o o R (R N N (N — o|-| - - — — — —
eimilar to onee in real environment.
Acimuth Recognized parameter values of the recognition target in virtual environment are O ) I O _ _ o o O _ ol - _ _ _ _ _

eimilar to onee in real environment.

. Recognized parameter values of the recognition target in virtual environment are _
Lateral position B-3-5-3| L - =1=1=1=-{=1-1=|-| - = o S | -|=-|=--1=-|- = || = ISl =
eimilar to onee in real environment.

~ e Recognized parameter values of the recognition target in virtual environment are _
Claseification B-3-5-4| - —|=]=1=|=-1=1=-[=|-1 - = o F- 0 (S (N (R U ) = ol - - — —

eimilar to onee in real environment.

Table F-6. perception disturbance of camera, reproductivity validation and disturbance principle
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F.3.3 Validation method of perception disturbance reproducing requirement
Validation method of each requirement for each sensor defined in section F.3.2 is shown in this section.

F.3.3.1 Validation method of perception disturbance reproducing requirement of millimeter wave
Radar

M Reproduction of large difference of signal

mmWave radar

Reproduction of disturbance phenomena (3-1/3-2)
Signal Strength Ratio / Half Width Ratio Validation Method
. ) » Evaluate using subjects of differing degrees of reflectance large-
P"Slt“"? relation ‘ : sized motor vehicle such as a truck (recognition target 1) and
: i i small-sized recognition target such as a motorcycle (recognition

target 2)
# Evaluate in a stationary state at a speed (Okm/h) with the
recognition target on a horizontal straight road
# Evaluate recognition target 1 and recognition target 2 separately
# Position of recognition target
X, 140(m) x,:150(m)  v,:3.5(m) vy, 1(m)
» Compare to the signal strength ratio I,/ /! and the
half-width ratio &,.,1/6.,2 / of the truck and the
motorcycle 1n the actual and simulated environment

exp actual environment sim :simulated environment
Judgement Criteria

The signal strength ratio 1,7, /! and the half-width ratio 6,,,,/5,.,. /!
between the actual environment and simulated environment must be #=5% or less.

i Power - Power . Power
Power  Recognition target 1 Recognition target 1 Recognition target 2 Recognition target 2
y e
N /\/\
Distance Angle Distance Angle

M Reproduction of large difference of signal mmWave radar

Reproduction of disturbance phenomena Signal buried Validation Method (3'3)
o, == » Evaluate using targets of differing degrees of reflectance
GP"‘/'_;'{’/F-"—_._ = large-sized motor vehicle such as a truck (recognition target 1)
= ‘ . and small vehicles such as a motorcycle(recognition target 2)
7 ; ) » Evaluated by driving on a straight road
""""""""" S = i I[ » Evaluate with recognition target 1 and recognition target 2
i V2 : traveling parallel in adjacent lanes, and in the direction of
(i’- ' : zy} : m S approach of the ego vehicle
: 1 { » Evaluate two scenarios (scenario one is where the relative
- e - » 3 N - oy e .
e Xy o velocity of recognition target 1 and recognition target 2 is the
X) same as that of the ego vehicle, and scenario two is where
e e e == relative velocity differs)
e

“." > Initial position and initial velocity (Reference)
X;:140(m) x,:150(m) y,:1(m) y,:2.5(m) Relative velocity:
V- v;=Approx.10(km/h) v,-v;=0~Approx.10(km/h)
> Evaluate whether recognition target 2 with low signal strength
are buried by the signals of high signal strength recognition
target 1 in real and virtual
Judgement Criteria
The ability to reproduce the phenomenon in
simulated environment where a recognition
- target 2 with a low signal strength is obscured by
R“ﬂgmff1 the signal of high signal strength recognition
y \ target 1 with a high signal strength.

Recggmﬂonuqet 1
eXP L — N

\
N4 i

\ A
3 N
\ h\ /’I \V/ ’/"2?;:3;'"(’” The red frame is an example of
\ N ]/_ &ecogniton N "'K,/ » this situation, where the signal of
&getz (\\\( recognition target 2 is buried in the
= signal of recognition target 1.
Distance g Angle >
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B Simulating Low D/U due to Road Surface Multipath: mmw(zv_el)Radar
Simulating the Disturbance Phenomenon - Received Power

Target . :
Relative speed g Method of Validation
© © Road surfucematertal./ condition 76 © * Simulate evaluation scenario for “low D/U (road
Road surface e, surface multipath)” :
» Approach the recognition target (stationary vehicle) ahead
Parameter ltem Variable/Fixed Range Explanation in th 1 th hicl N
Distance to target Variable ~ [Min to Max detection Range Min to max range detectable by the sensor .11'1 € same lanc as the €go vehicle .
Relative speed Fixed  [Max speed within ODD * Distance to the target : Sensor min. detectable
Target type Fixed Large-sized vehicle (height : high) | Three levels of representative examples : .
Normal vehicle (height : medium)  |such as large-sized vehicles, normal dIStance to max. deteCtable dlStance
Smal-sized vehicle (height : low) vehicles, and small-sized vehicles ° Relative Speed . Constant (ex about 20km/h)
Road surface material Fixed Asphalt / Metal plate(TBD) Typical road surface material / highly : : . . .
reflective roadsurface mateil * Type of target : passenger vehicle / large-sized trailer
Road sufce ondon | Foed Dy e 7 g * Road surface material : asphalt / metal plate

* Road surface condition : dry / wet
Judgment Criteria
* Difference in the envelope line of the received power at a relative distance of 50 m and below:

3 dB or less
0
® ACT env. . 35

10 ® SIM env. g 30 ~Oim
o 20 | e ] . 8
= Compare and validate the Z 25
g 30 received power atthe top 2 20
g of the envelope £ ;
§ S0 20 \

s

& 8 5

70 E 0 20 40 60 80 100 120

0 20 40 60 8 100 120

. . Detection Distance [m
Detection Distance [m] [m]

mmWave Radar

B Simulating Low D/U due to Road Surface Multipath: (4-2/4-3)
Road Surface Material/Road Surface Condition - Received Power/Null points

Method of Validation

* Place C/R in front of radar, and move radar toward C/R
| Rt
1 . .
> o-cf ~ * Road surface material : asphalt / metal plate
/ * Road surface condition : dry / wet
( Road
\ surfac_e //
\\ material Judgement Criteria
\ Road Plot the received power of the maximum reflection point
\ surface at each distance
condition . .
\ / * Difference in envelope : 6 dB or less
N\ / + Difference in null point distance : £15% or less
\, . — ACT env.
T Received o
¥ Power / —— SIM env.
Radar NN F =
T o e > <« —
+15% Distance
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B Simulating Low D/U Due to Change of the Angle:

mmWave Radar
(5-1)

Simulating the Disturbance Phenomena — Buried Signals

received power

U (pverhead structure)

D (recognition target)

>

relative speed

ego vehicle

distance/angle

recognition target

Method of Validation

dimensions/reflectance

of signage% ¥

height

Parameters

Parameter Range

Causal factor | Change in the road gradient Variable

010 18 %% equivalent

cavedovnas a

Initial di

e 10 recognition target 1, | Fixed

requiredio avoid

10 recognition target from the
a point 1*

oo,

Fived

position of recognition target

oo

[Fixed onthe sume lne

Inital distance to signage board /¢ Variable

Other than

Ip-Stolpt5 (m)

the causal | Lateral position of signage board Variable

3510435 (m)

[assume the object within the neighboringlanes

factor

Height of signage board (to bottom edge) | Fixed

m

| According the Traffic Sign Installation Standard

* Simulate the scenario “Low D/U due to change of the angle™:

# Traveling a road with a change in gradient (concave down)

» A metallic signage board ahead after the inflection point

» The ego vehicle is to approach the stationary vehicle
stopped nearby the signage board ahead.

% Gradient: Substitution with equivalent conditions (such as
changing the mounting angle of the radar) is allowed.

change in gradient © Q * Change in gradient : 2 points between 3 and 10 (°)
n * [ ! 5(m) fixed
I <t . « 1, initial value : 15 (m)
v * [ initial value @ 20 (m)

* Type of the recognition target : a passenger vehicle
* Comparing the ratio I/I;; in the real and virtual environment

Judgment Criteria

The phenomenon, whereby the signal from the recognition
target becomes buried in the signal from the signage board,
occurs in the same way in both the actual and the simulated

boveroad) /1.5m

dside)

environments.

Fived

Dimensions of the signage board s (m) (Gidance siguage on highways

Reflectance of the signage board Fixed |Measured value ofthe real board

Relative speed Fixed |Max. speed within ODD

Actual Environment‘ | Simulated Environment

Type of the recognition target Fixed [ Passenger veliclePedestrian | Representative traffic participantlow reflectance

recaived power received poner received power

mmWave Radar

B Simulating Low D/U Due to Change of the Angle: (5-2/5-3)
Reflective Properties of Overhead Structures — Signal Intensity Ratio / HMFW

Method of Validation

* Direct the radio wave toward the recognition target
(passenger vehicle) and the signage board (flat area)
Vary the angle of the vehicle/board and the radar within

© ® the vertical plane
ﬁ * Measurement angles : 0°, £5°, £10°

* Measurement distance @ 15, 20 (m)
Compare the ratio of peak intensity I,/7; and the HMFW
Wo/Wy; between the actual and simulated environments

Radar

Radar

Judgment Criteria
Difference in I/l , Wp/Wy between actual and
simulated environments ;: within £5%

Actual Environment Simulated Environment

Actual Environment Simulated Environment

Received power Received power Received power Received power
A A A A
A
I-
U
Iy
Nl ! ey
U‘D distance Hb by distance angle

s o>
T ¢

within £5%

within £5%
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B Simulating Low S/N Due to Vehicle Orientation:

mmWave Radar
(6-1)

Simulating the Disturbance Phenomenon

»
>
>

(a)

Variable/
Parameter Item ; Range Explanation
Fixed
Type of recognition Variable |+ Projected area (large/mid/small)  |»3 levels of projected area generally

target

+Contribution rate to scattering=
Reflectance (heavy use of metal
heavy use of non- metal / in-
between)

+ Directivity of scattered waves
(uniform biased)

+3 levels (no vehicle has zero metal used)

+3 levels (relying on concentration of
normal vectors in microparts of the
vehicle)

Orientation of the target | Variable |0 to 30 deg. | According to the line of the road (curve R)
Distance to the target Variable |5 to 150 m
Relative speed Fixed |20 ki/h and below constant

Method of Validation
* Simulate the scenario for evaluating “low S/N due to
vehicle orientation” :
# Place a stationary vehicle up ahead on a straight road,
and approach it at a slow speed
» Change the orientation of the vehicle ahead and travel

Vehicle angle : 0 to 30 deg. (constant)

Initial distance between vehicles : 150 m
Vehicle speed : 20 km/h and below (constant)
Type of recognition target : passenger vehicle
Record the recerved power in both the actual and
simulated environments

Judgment Criteria
Show the cumulative distribution of the received power
(dBm) within a certain distance range between vehicles
(e.g. 10 to 20 m), and compare the averages and
dispersions : within £10%

v N /

— s ~ —
1 1 o n y L

CumulativeADistributioﬁ ofthe  Cumulative Distribution of
Received power (ACTUAL) the Received power (SIM)
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F.3.3.2

Validation method of perception disturbance reproducing requirement of LiDAR

B Noise : Average error and dispersion of the range

This validation corresponds to the evaluation scenario of “disturbance light originated in reflected light” written in E.3.2.2.2.

Standard
reflector

H— |

Causal
Causal Factors Factor Range Basis (or reasons)
Parameter
Elevat 20 10 90 .
evation © 1.q. Annex.E
angle degrees
3] .
] . -180 to -150, [* 30 deg in the rear of the ego
8| ., | Azimuth . s S
5| £ 150 to 180  ehicle (traveling direction =
sl 2| 5 angle )
gl 3| = degrees [ deg)
w ":b g The irradiance value on the target
s ED purface within the angular
= Brichtn. XX~YY fondition of the sun above is used
rightness W/mm? n case of using a Halogen light etc,
[The parameter range is set within
the LiDAR’s wavelength range.

Method of Validation

LiDAR
(F2.42.1)

Place a standard reflector in front of the LIDAR and vary the distance to
measure the average error and standard deviation, to ensure the
difference to the actual measurement falls within the judgment criteria.

Judgment Criteria

Average error : within £5% of distance to a target

o : within £20%

* Virtual
* Actual

Average Error
.e
-
.

Distance

Variation (Standard Deviation)

+20%

Distance

« The validation should be carried out in the condition of the maximum irradiance on the target surface within the parameter range above.
= A validation with fixed incidence is also acceptable if the noise level is properly reproduced.

M Noise : Strength of signal and Detection rate

LiDAR
(F2.4.2.2)

This validation corresponds to the evaluation scenario of ‘disturbance light originated in reflected light’ written in E.3.2.2.2.

Standard
reflector

H— |

Method f of Validation

Place a standard reflector in front of the LIDAR and vary the distance to
measure the intensity of the signal and detection rate, to ensure the
difference to the actual measurement falls within the judgment criteria.

Judgment Criteria

Causal
Causal Factors Factor Range Basis (or reasons)
Parameter
ratl 2
Elevation 20 to 90 iq. Annex.E
angle degrees
o
° . -180 to -150, |* 30 deg m the rear of the ego)
g s Azimuth 150 . s A
5l £ 50 to 180  ehicle (traveling direction =
gl 2| B anele
gl 7| & degrees D deg)
v % g [The irradiance value on the target
A E) surface within the angular
= Brightness XX~YY rondition of the sun above is used
TIENness W/ mm? n case of using a Halogen light efe
[The parameter range is set within
he LIDAR’s wavelength range.

#Blue: reflectivity xx% Red: reflectivity xx% Green: reflectivity xx%

Intensity error in relation to actual measurement value: within £20%

Difference in range to actual measurement @ 90% detection: within £20%
Difference in range to actual measurement @ 50% detection: within £20%
Difference in range to actual measurement @ 10% detection: within £20%

£20%
cs e gege,
MR

Detection Rate

. e .
. _ e
LIS B R

Distance

Receiving Signal Intensity

Distance

#% @ Actual  OVirtual

= The validation should be carried out in the condition of the maximum irradiance on the target surface within the parameter range above.
= A validation with fixed incidence is also acceptable if the noise level is properly reproduced.
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M Noise : Number of Detection Points

LiDAR
(F2.4.2.3)

This validation corresponds to the evaluation scenario of ‘disturbance light originated in reflected light’ written in E.3.2.2.2.

Space
Light source

Halogen lights, etc.

sl

4

I\
LiDAR \ Object

.=6ﬁ\

Method of Validation
Place the object in front of the LIDAR and vary the distance to validate the
difference in number of detection points

Judgment Criteria
Error in relation to number of detection points in actual measurement to be

within £20%
(Do not include large distances where the number of detected points decreases)

Elevation 20 to 90 .
angle degrees 14 Annex.E
. -180 to -150, [*30 deg in the rear of the ego
an lu; h 150 to 180 vehicle (traveling direction =
2 degrees ) deg)
[The irradiance value on the target
kurface within the angular
Brightn XX~YY fondition of the sun above is used
rightness W/mm? n case of using a Halogen hight etc|
[The parameter range is set within
the LiDAR’s wavelength range.

a
k=
2
L]
£
3 8
2 8 s
g L 2
© L
5 . #
5
g ¢ e
Z

Distance

* The validation should be carried out in the condition of the maximum irradiance on the target surface within the parameter range above.

H Attenuation of S ! Reproduction of attenuation of the signal from the recognition target LiDAR

Vehicle

LiDAR

Shape
Color, material

.=:6.®_q

Shape « Vehicles with high

ground clearance
* Low height vehicle

* Motorcycles,

bicycles
+ Angular vehicles

* Rounded vehicles

* Clears bottom of body and only
receives reflection from tires

* The top layer of the beam has
difficulty hitting the roof rack

* Number of reflection points in
horizontal direction is minimal

+ Depending on orientation. it may be
difficult for the direction of the
normal vector to align with the
LiDAR

« It may be difficult for the direction of
the normal vector to align with the
LiDAR

Color, + Black paint
material + Specular reflection
properties

+ Does not diffuse reflection well

* Depending on the orientation, the
specular reflection will occur and not
return

(F2.4.2.4)

Method
Place an object in front of the LIDAR and vary the distance, to verify
the difference in the number of signals received

Judgment Criteria
Error in relation to actual points measured to be within £20%

(Do not include large distances where number of signals reduces)

No. of Signals Received
£20%

Distance
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F.3.3.3 Validation method of perceptio

M Hidden Placement verification (hidden)/ color luminance verification

(hidden)

1. Object adheres to front of sensor: consist

n disturbance reproducing requirement of LiDAR

Camera
(B-1-1-1
B-1-1-2)

ency of perception device

Method

A test sample 1s applied to the windshield of the vehicle
(while in a stationary state), and validation is conducted

Windshield

Test sample

Camera

by evaluating the strength of the signal and color.
However, if physical alignment of the sample is difficult,
a comparison may be made with a profile of pixel values
at the edge of the hidden part.

O O

The sample to be attached should be completely
hidden (not allowing light to transparent).

Supplementary for judgement criteria

Windshield

/

Sample to be attached

Judgment Criteria

The difference from the image taken by real camera as
the pixel value 1s 2[%] or less in each of the hidden and
unhidden areas.

and

The difference in distance on the image between the
hidden and unhidden areas 1s 2 [pix] or less.

Image

L.

"

[%] or more

e .

—

Image(Scale Up)
A
Pixel value
Within 2[pix]
ol

Difference of pixel value: 2[%] less

Difference of pixel position: 2[pix] or less

Pixel position
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B Hidden Placement verification (hidden)/ color luminance verification Camera
(hidden)

(B-1-1-1
B-1-1-2)

2. Obstruction in front of sensor: consistency of perception device

Wiper blades :

intermittent, continuous

Method

Study the simulation of the image of wiper blades,
as an element which can change over time as
opposed to the adherence of a foreign object as seen
m 1.

Evaluate the items that can change over time such as
the movement of the wiper blades and the shutter
speed.

an
Wiper blades ,\/\/\/\
Judgment Criteria
ay * The changes match in regard to the exposure
g g p
Wiper blades [\ m over time and wiper blade movement
=) * Difference in pixel value with an image of the
same condition: 5[%] or less
pose | | L LU LU LT
B Hidden Placement verification (Object)/ color luminance verification Camera
: B-1-2-1
Object (
( ) ) B-1-2-2)

1. Object adheres to front of sensor: consistency of perception device

Windshield

Test sample

Method

A test sample is applied to the windshield of the
vehicle (while in a stationary state), and validation is
conducted by evaluating the strength of the signal
and color.

Judgment Criteria

The difference from the real image taken by camera as
the pixel value is 2[%] or less in each of the hidden
and unhidden areas.

and

The difference in distance on the image between the
hidden and unhidden areas 1s 2 [pix] or less.
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B Hidden Recognition result (Object) Camera

Recognition part
Disturbance causal factor Feature extraction
Hidden
Disturbance outling (Invisible)
Model [Pisturbafre Caused by | Caused by .
Causal factor group . . . Blind area
class b . vehicle side | target side
(Causal factor item ©
(example)
Screen - mud. dust, etc. W <] — -
°/i\‘ . Sticking snow, ice, etc. (image
) o/ [Screen - snow, ice, ete oss) = = ¢ - -
B @
el '—g g Front of Sticking objects, {SCTeen - Water, etc. ISticking water. etc. (image loss) O — —
o ° 8 Sensors B . T — R
& v disturbing objects Screen - insects, bird droppings. Ztclckmg insects, bird droppings, o ~ ~
gte. (i )
Screen - Windshield wiper [Wiper operation (image loss) JaN — -
Road ar
= ] 2 urface! f’q\J Shape Flope linclination of road surface as image ©
2 ﬁ 2 Road =~ . L
g £2 X . § . . [Screen by roadside trees, buildings.
g a° ide Screen on-transparent material Loadside signs, etc. ©
& bject =
Z
o Moving : [Parked vehicle, Roadside tree,
o C Screen on-transparent material . . ) (=]
objects [Incoming flying object
© [Partially hidden by fallen leaves,
g Lines Grime and rubbing snows, etc. @ -
- (Grime. rubbing._and repainting
{é—’,’r = [Base color of sticking object
) '\5) Color (Similar color to target vehicle, ~ PN -
o g different color from target vehicle)
g 2, — — =
& 3 Other [Various shapes of sticking objects
g o0 . Sticking objects [Shape (Shapes and patterns of mud. A -
3 g vehicles .
I H Istickers. etc.)
=) |Area of sticking objects
{Area (part of target vehicle's body, ~ («] -
Emst of target vehicle's body)

. . . . (Taken from Phenomenon and Cause Matrix)
Validation method to be identified for each of the above 5 categories

W Hidden Recognition result (Object) Camera

(B-1-3)
1. Object adheres to front of sensor Cut-in scenario
Method
3o a0 The recognition target cuts into the lane of the ego
i(L> = vehicle (1n front) at a constant side-way speed,

S ‘ Nz whilst vision is impaired due to the adherence of a
foreign object.

Challenging_vehicle

Judgment Criteria

* Dafference in longitudinal distance: 5[%)] or less

* Difference in lateral distance: 5[%] or less

* Difference in longitudinal relative speed: 10[%] or less
* Difference in lateral relative speed: 10[%] or less

* Difference in width/height: 5[pix] or less

However, judgment i1s made only on frames that are
detected.

Reference: Parameters of Validation Scenario

Parameter Variable /Fexed Range

Distance to the target Variable Longitudinal position dx0 [m]

Lateral positiony0 : 3.5m

Relative velocity to the target Variable Longitudinal velocity Vo0-Ve0 [kph] Real image —
Lateral velocity Vy [kph : :
o Vy [kph] Virtual image =——
Type of the target Fixed Shape: sedan
Color: White
Degree of shielding of the Variable In relation to the bounding box of the
detection-targetdue to detection-target
adherence of foreign object @ Initial50% — Final0%

@ Initial100% — Final50%*
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B Hidden Recognition result (Object) ((I:;I]n;r;

1. Object adheres to front of sensor Cut-out scenario

Method

Vo0 Challenging vehicie The vehicle traveling m front cuts-out from the
idx0 f shielded position. The vehicle traveling in front, and
— the vehicle in front of that, are both the recognition
targets.

Judgment Criteria
* Dafference in longitudinal distance: 5[%] or less
*» Difference in lateral distance: 5[%] or less
* Difference in longitudinal relative speed: 10[%] or less
* Dafference in lateral relative speed: 10[%] or less
* Difference in width/height: 5[pix] or less
However, judgment is made only on frames that are

detected.
Reference: Parameters of Validation Scenario
Parameter Variable./ Fixed Range

Distance to the target Variable Longitudinal position dx0 [m]
Longitudinal position dx0_f [m]

Relative velocity to the target Variable Longitudinal velocity Vo0-Ve0 [kph]
Longitudinal velocity VoO-Vf0 [kph] Actual image e
Lateral velocity Vy [kph] Virtual image

Type of the target Fixed Shape: sedan
Color: White

Degree of shielding of the Variable In relation to the bounding box of the

detection-targetdue to detection-target

adherence of foreign object @ Initial50% — Final0%

B Hidden Recognition result (Object) Camera
(B-1-3)
2. Obstruction in front of sensor  Cut-in scenario
Method
Eaorm a0 The recognition target cuts into the lane of the ego
> g vehicle (in front) at a constant side-way speed,
I L) o] i"—‘*""‘ whilst wiper blades are in motion.

Challenging_vehicle

Judgment Criteria
* Difference in longitudinal distance: 5[%] or less
* Difference in lateral distance: 5[%] or less
* Difference in longitudinal relative speed: 10[%] or less
* Difference in lateral relative speed: 10[%] or less
* Difference in width/height: 5[pix] or less

Reference: Parameters of Validation Scenario

Parameter Variable / Fixed Range

Distance to the target Variable Longitudinal position dx0 [m]

Real image =——

Lateral position y0 : 3.5m N .
Virtual image —

Relative velocity to the target Variable Longitudinal velocity Vo0-Ve0 [kph]
Lateral velocity Vy [kph]

Type of the target Fixed Shape: sedan
Color: White

Wiper blade movement Fixed 1 Intermittent

I Wiper blades

2. Continuous

248
(C)Copyright Japan Automobile Manufacturers Association, Inc., All rights reserved.



B Hidden Recognition result (Object) Camera

(B-1-3)
2. Obstruction in front of sensor Cut-out scenario
Method
Vo Ehallenging vehicle The recognition target cuts out while wiper blades

i dx0_fi

are 1 motion.

Judgment Criteria
* Difference in longitudinal distance: 5[%] or less
* Dafference 1n lateral distance: 5[%] or less
* Diafference m longitudinal relative speed: 10[%] or less
* Diafference n lateral relative speed: 10[%] or less
* Difference m width/height: 5[pix] or less

Reference: Parameters of Validation Scenario

Parameter Variable. Fixed Range

Distance to the target Variable Longitudinal position dx0 [m]

Longitudinal position dx0_f [m] Real image —

Virtual Image e

Relative velocity to the target Variable Longitudinal velocity VoO-Ve0 [kph]
Longitudinal velocity Vo0-Vf0 [kph]
Lateral velocity Vy [kph]

Type of the target Fixed Shape: sedan
Color: White
Wiper blade movement Fixed 1. Intermittent

2 Continuous

B Hidden Recognition result (Object) ggarlnzr)a

3. Road surface shape incline Blind-spot (vertical) scenario

Method
Ego ﬂ The ego vehicle travels along a road with a vertical

- = incline (hump shape), and approaches the
,V’ \Q recognition target up ahead (in the ego-vehicle’s

driving lane), at a constant speed.

Judgment Criteria

V— % * Dafference in longitudinal distance: 5[%] or less

* Difference in lateral distance: 5[%] or less

* Dafference in longitudinal relative speed: 10[%] or less
* Difference in lateral relative speed: 10[%] or less

* Dufference in width/height: 5[pix] or less

Reference: Parameters of Validation Scenario

Parameter Variable,/ Fixed Range

Distance to the target Variable Longitudinal position dx0 [m]

Realimage =
Virtual image e

Relative velocity to the target Variable Longitudinal velocity VoO-Ve0 [kph] v ‘

Type of the target Fixed Shape: sedan
Color: White
Road structure vertical incline Fixed Vertical cross sectional incline: 6%
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B Hidden Recognition result (Object) ((]33ar]n§r)a

4. Shielding by nearby moving objects (flying objects) Cut-in scenario

Method

The recognition target cuts into the lane of the ego

vehicle (in front) at a constant side-way speed, whilst a

flying object crosses in front of the ego vehicle. Flying

objects are assumed to be moving objects except traffic

j participants. It may be in contact with the ground, but it

Veo dy_Q = - must be possible to move it in such a way that it conceals
part of the recognition target.

Challenging_vehicle

Judgment Criteria
* Dafference in longitudinal distance: 5[%] or less
* Difference in lateral distance: 5[%] or less
* Difference in longitudinal relative speed: 10[%] or less
* Difference in lateral relative speed: 10[%] or less
» Dafference in width/height: 5[pix] or less
Reference: Parameters of Validation Scenario

Parameter Variable/ Fixed Range

Distance to the target Variable Longitudinal position dx0 : OO~ Am

Real image =

Lateral positiony0 : 3.5m ) .
Virtual image —

Relative velocity to the target Variable Longitudinal velocity Vo0-Ve0 : OO~ kph
Lateral velocity Vy : OOkph

Type of the target Fixed Shape: sedan : :
Color: White — FlYlng Ob_]eCt
Flying object Variable Size (diameter): OO to AL em

Sideways velocity: OOkph

Hm Hidden Recognition result (Object) (C];arlnzr;l

5. Adherence of foreign object to other vehicle Cut-out scenario

V00 Challenging.vehicle Method
| dx0_f} A vehicle traveling behind a recognition target

which is covered by a cover, cuts out.

Judgment Criteria
* Difference in longitudinal distance: 5[%] or less
* Difference in lateral distance: 5[%] or less
* Difference in longitudinal relative speed: 10[%] or less
* Difference in lateral relative speed: 10[%] or less
* Difference in width/height: 5[pix] or less

Reference: Parameters of Validation Scenario

Parameter Variable /Fixed Range

Distance to the target Variable Longitudinal position dx0 : OO~AAm

Longitudinal positiondx0_f : OO~AAm

Real image =
Virtual image  mm

Relative velocity to the target Variable Longitudinal velocity Vo0-Ve0 : OO~ A Akph
Longitudinal velocity Vo0-Vf0 : OO~24 Akph
Lateral velocity Vy  : OOkph

Type of the target Fixed Shape: sedan

Color: White
Degree of shielding of the Variable 30% to 70% shielding in relation to the
detection-targetdue to partial vehicle width of the detection-target

shielding by a cover
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M Hidden Placement verification (boundary line)/ color luminance
verification (boundary line)

1. Object adheres to front of sensor: consistency of perception device

Windshield

Test sample

Camera

Method

Camera
(B-1-4
B-1-3)

A test sample is applied to the windshield of the
vehicle (while in a stationary state), and validation is
conducted by evaluating the strength of the signal

and color.

Judgment Criteria

The difference from the real camera as the pixel
value 1s 2[%] or less in each of the shielded and

unshielded areas.
and

The difference in distance on the image between
the shielded and unshielded areas is 2 [pix] or less.

B Hidden Recognition result (Object) Camera
(@: large impact, O: middle impact, AA: small impact)
Recognition part
Disturbance causal factor Feature extraction
Hidden
Disturbance outline (Invisible)
Disturbatic
Model Causal factor group Ca.used t.uy Caused.by Blind area
class \Causal factor item vehicle side | target side
(example)
Serm, . dust efc. (image
[Sereen - mud. dust. etc. Cuinig g, GUsL, €le. lmage [<] - -
@ 0ss)
B Screen - snow. ice. etc. [Sticking snow. ice. etc. (image ® _ _
2w 0ss)
'§ ‘% % F;Onr;tn‘zsf Sticking objects, [SCreen - water. efc. Sticking water, etc. (image loss) O — -
° . B 3 P — 5 5
& disturbing objects lsereen - inseets, bird droppings, Sttclckmg insects, bird droppings. o ~ ~
ktc. (i \
[Screen - Windshield wiper [Wiper operation (image loss) pay - —
Road v
% g 2 urface|” 2 Shape plope inclination of road surface as image ©
o .0 Road . .
% i 23 ide Screen on-transparent material fCFEEFl bylruadslde trees, buildings, ¢}
£ bject oadside signs. etc.
g Moving Screen on-transparent material [Parked vehicle, Roadside tree. °
objects P Incoming flying object
» [Partially hidden by fallen leaves.
g Lines Grime and rubbing [snows, efc. [} -
- (Grime, rubbing, and repainting
& Base color of sticking object
fé‘ @ IColor (Similar color to target vehicle, ~ AN -
= g different color from target vehicle)
& 2 [Various shapes of sticking objects
2 o Other - .
8 on 3 Sticking objects [Shape (Shapes and patterns of mud. A -
2 k| vehicles !
o Z jstickers. etc.)
% |Area of sticking objects
Area (part of target vehicle's body. ~ <] -
E}ost of tmget vehicle's body)
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B Hidden Recognition result (boundary line) g;?%rf

1. Object adheres to front of sensor: Lane-keeping scenario

Method

The ego vehicle travels at a constant speed keeping
to 1t’s driving lane, whilst vision 1s impaired due to
the adherence of a foreign object.

Judgment Criteria
» Difference in radius of curvature : 5[%)] or less
* Difference in orientation : 5[%] or less
* Difference in position : 5[%] or less
* Target type 1s matching

Reference: Parameters of Validation Scenario

Parameter Variable./Fixed Range
Velocity of ego vehicle Fixed VeO : 120kph
Width of driving lane Fixed 3.5m
Curvature of lane Fixed RCO
Type of the target Variable Shape: solid line, dotted line

Color: white, yellow

Amount which the ego vehicle’s Fixed Amount of shielding: 50%
driving lane marking lines are
shielded due to the adherence ofa
foreign object (disturbance)

M Hidden Recognition result (boundary line) ((I?Bar]nzr)a

2. Obstruction in front of sensor : Lane-keeping scenario

Method

The ego vehicle travels at a constant speed, staying
m its driving lane, whilst the wiper blades are in
motion.

Judgment Criteria
* Difference in radius of curvature : 5[%] or less
« Difference in orientation ! 5[%] or less
* Difference in position : 5[%] or less
« Target type is matching

Reference: Parameters of Validation Scenario

Parameter Variable./Fixed Range
Velocity of ego vehicle Fixed Ve0 : 120kph
Width of driving lane Fixed 3.5m Real image ——
Curvature of lane Fixed ROO Virtual image e
Type of the target Variable Shape: solid line, dotted line
Color: white, yellow
Wiper blade movement Fixed 1. Intermittent
2. Continuous
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M Hidden Recognition result (boundary line)

3. Dirty marking line: Lane-keeping scenario

Ego

e >

Ve0

Reference: Parameters of Validation Scenario

Camera
(B-1-6)

Method

The ego vehicle travels at a constant speed keeping
to 1t’s driving lane, whilst sections of the lane
marking line are shielded by fallen leaves on the
road, piles of snow, etc.

The object shall be shielded so that the maximum
shielding ratio of the object 1s 50%.

Judgment Criteria
* Difference in amount of shielding of marking line :
pixels 5[%] or less
* Difference in radius of curvature : 5[%] or less
* Dafference in orientation : 5[%] or less
* Dafference in position : 5[%] or less
* Target type is matching

Real image =~ =—

Virtual image  ——

Parameter Variable / Fixed Range
Velocity of ego vehicle Fixed Ve0 : 120kph
Width of driving lane Fixed 3.5m
Curvature of lane Fixed ROO
Type of the target Variable Shape: solid line, dotted line

Color: white, yellow

Amount which the ego vehicle’s Fixed Amount of shielding: 50%
driving lane marking lines are
shielding due to adherenceof a
foreign object (disturbance)

B Camera: Low Spatial Frequency Low Contrast — Simulating the Disturbance Phenomenon

Validation Method

* The evaluation scenario assumes validation is conducted with varied disturbance
parameters to create conditions such as performance limitation(s)

* The tool is a combination of disturbance parameters in the scenario that can be
supported (=can be measured in actual conditions) and confirmation the
disturbances are reproduced

(Validation 1) From Perception Device
Spatial frequency and contrast are verified by placing a dedicated measurement
board and swinging a disturbance factor parameter
*Confirmed by checking the RAW data for brightness

(Validation 2) From Recognition Unit

The ego vehicle approaches the stationary actor vehicle, and the recognition
results are checked and swinging a disturbance factor parameter

Judgement Criteria

Camera
(B-2)

Object of obstruction 1s not present m space

Ego vehicle . Measuring board
Placement distance L

o — @0

Object of obstruction present in space

Measuring board

Ego vehicle .

WHIIII
:

i

Object of obstruction present in space

Ego vehicle Actor vehiclé

(o )

(Validation 1) Difference in spatial frequency and contrast between SIM & Actual to be within * 5[%)] deviation
Measuring conditions: average measured value and theoretical value to fall within * 5]%)] deviation
(Validation 2) Difference in distance at which the vehicle can “recognize™ between SIM & actual to be within % 5[%)] deviation
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B Overexposure dynamic range camera

(B-3-1)
Method of Validation: (1-1 Check dynamic range

Check histogram of images, which may include clipped whites, etc., in the angle of view of target (traffic signal)
with light source in front of ego vehicle.

Light source

[Light source: weak] (Sunset-Low color temperature)
Z
=]
» v- Dic
Ego vehicle Recognition !%!!!ll &
(Stopped) target(Traffic signal) T
[Light source: strong] S A .

Light source
(Day - High color temperature) »

sraxid
J0 IaquunN

%

Ego vehicle Recognition “Luminance
(Stopped) target(Traffic signal) Make histogram of number of pixels, and
compare for each range of “clipped whites”, “high key™.

% Prior condition: Simulation environment can reproduce the light source . M ; .
and “proper exposure” between real and virtual image.
®

[ ]

] . ) Judgement Criteria
¢.g., area of clipped whites

In each range of luminance, check the difference of

~ number of pixels between real and virtual images for N
(e.g., 3) times. The differences are 5 [%] or less.
If possible, it is better to check with various strength of
light source.

sraxid
JO TaquInN

» Luminance

. . camera
M Overexposure duration time (B-3-2)

Method of Validation

Definition of clipped whites: 80 [%)] or more of maximum pixel value, or affect to recognition process

Check time change of number of clipped white pixels from beginning of clipped whites to end of them i covered area

* Speed of ego vehicle: approximately 10[km/h] or 30[km/h]

* Target vehicle: Type:Large-sized vehicle, etc. Speed: stopped

* Put target vehicle ahead of exit of known road (Covered area (Tunnel, etc.): Straight), then move ego vehicle to the
target with constant speed

* Test for N (e.g., 3) times for each combination of light strength (far sky, obscured sky, etc.) and vehicle speed
(approximately 10 [km/h], 30[km/h], etc.)

* Record time series of distance (position), relative-speed, and images of target vehicle in front of ego vehicle using
real environment

* Render CG for the same scenario

* Compare number of clipped white pixels between real environment and virtual environment (CG) from beginning of
clipped whites near target vehicle to end of them.

Judgement Criteria

Covered area Each time, difference of number of clipped
Stopped white pixels between real and virtual
J ey environment is 5 [pix] or less
Ego vehicle
g End of Number of T
L clipped whites clipped white
Beginni pixels of
ng Duration g4 of recognition target
Begimning of  time| clipped
clipped | : | whites
whites : > Time
No clipped whites
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camera

B Scenario recognition target (vehicle) [Distance/Speed] (B-3-3-1)

Method of Validation
Check the recognition results is the same between real and virtual environment
ﬁ * Properly put disturbance factors (Tunnel, Light source) (Inreal environment, the
phenomenon occurs)
* Speed of ego vehicle: stopped, approximately 5 [km/h] or 10 [km/h]
« Speed of target vehicles: stopped, approximately 5 [km/h] or 10 [km/h]
« Travel on known roads (straight lines, steady circles (e.g., R100))
« Target vehicle 1: Passenger vehicle
« Target vehicle 2: Large-sized vehicle
+ Target vehicle 1 is initially located at approximately 10[m] or 30[m] ahead of ego vehicle
+ Target vehicle 2 1s imtially located at approximately 10[m] ahead of ego vehicle
Keep target vehicle 1 at initial position or move target vehicle 1 to keep a distance from ego
vehicle
* Move target vehicle 2 to keep a distance from ego vehicle
* Keep target vehicle 1 on ego lane
* Locate target vehicle 2 on ego or adjacent lane initially, then keep on the iitial lane or change
to another lane
+ Record time series of distance (position), relative-speed of target vehicle 1 and 2 using real
and virtual environments, respectively. If there is constant offset, get the offset from
correlativity and cancel the effect from that if need, then compare those recorded data.

Distance(30[m])  Target vehicle 1

Target vehicle 2

Stopped or travel
at constant speed

Judgement Criteria
* The difference of distance is in the range of *3 [%] from real environment
« The difference of speed is in the range of £ 10 [%] from real environment

camera

B Scenario recognition target (vehicle) [Size/Orientation] B.33.2)

Method of Validation
Check the recognition results is the same between real and virtual environment
* Properly put disturbance factors (Tunnel, Light source) (Inreal environment, the
* phenomenon occurs)
* Speed of ego vehicle: stopped, approximately 5 [km/h] or 10 [km/h]
* Speed of target vehicles: stopped, approximately 5 [km/h] or 10 [km/h]
* Travel on known roads (straight lines, steady circles (e.g., R100))
» Target vehicle 1: Passenger vehicle
* Target vehicle 2: Large-sized vehicle
* Target vehicle 1 is initially located at approximately 10[m] or 30[m] ahead of ego vehicle
* Target vehicle 2 is initially located at approximately 10[m] ahead of ego vehicle
» Keep target vehicle 1 at initial position or move target vehicle 1 to keep a distance from
ego vehicle
Move target vehicle 2 to keep a distance from ego vehicle
» Keep target vehicle 1 on ego lane
* Locate target vehicle 2 on ego or adjacent lane initially, then keep on the initial lane or
change to another lane
* Record time series of height, width and orientation of target vehicle 1 and 2 using real and
virtual environments, respectively. If there is constant offset, get the offset from
correlativity and cancel the effect from that if need, then compare those recorded data.

A/ \E)l'lentatlon

Distance(30[m]) Target vehicle 1

m]) Target vehicle 2

Judgement Criteria
* The difference of size is in the range of £ 5 [%] from
the real environment
* The difference of orientation is in the range of £5 [%]
from the real environment

Stopped or travel
at constant speed
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B Scenario recognition target (vehicle) [Type] camera
(B-3-3-4)

Method of Validation
ﬁ Check the recognition results is the same between real and virtual environment
* Properly put disturbance factors (Tunnel, Light source) (Inreal environment, the
phenomenon occurs)
* Speed of ego vehicle: stopped, approximately 5 [km/h] or 10 [km/h]
* Speed of target vehicles: stopped, approximately 5 [km/h] or 10 [km/h]
* Travel on known roads (straight lines, steady circles (e.g., R100))
* Target vehicle 1: Passenger vehicle
¢ Target vehicle 2: Large-sized vehicle
« Target vehicle 1 is initially located at approximately 10[m] or 30[m] ahead of ego vehicle
* Target vehicle 2 is initially located at approximately 10[m] ahead of ego vehicle
» Keep target vehicle 1 at initial position or move target vehicle 1 to keep a distance from
ego vehicle
* Move target vehicle 2 to keep a distance from ego vehicle
» Keep target vehicle 1 on ego lane
* Locate target vehicle 2 on ego or adjacent lane initially, then keep on the initial lane or
change to another lane
* Record time series of types of target vehicle 1 and 2 using real and virtual environments,
respectively, then compare those recorded data.
* Check type defined by the recognition process as the output

Distance(30[m]) Target vehicle 1

m]) Target vehicle 2

Stopped
or constant speed

Judgement Criteria
* Target type is the same

B Scenario recognition target (traffic signal) [Type] camera
(B-3-3-5)

Method of Validation

B g) Check the recognition results 1s the same between real and virtual environment
%E * Properly put disturbance factors (Light source) (Inreal environment, the phenomenon
= gi: occurs)

E * Speed of ego vehicle: stopped, approximately 5 [km/h]

* On the known road (straight lines), stopped or travel

@ + Target 1s traffic light mn front of ego vehicle

= * Keep ego vehicle on ego lane
g (; + Record time series of type (lighting status of traffic signal) in front of ego vehicle on
§ g ego lane, and then compare the types between virtual and real environment.
-é g * The type 1s green, yellow, red, and others which are defined as output of recognition

§ process.

g

!;flv\/-\[ In the validation process, include scenes in which entire or a part of target
m image 1s clipped whites because the target is existed in front of light source
(sun)

Stop or travel at
constant speed

Judgement Criteria
« Target type is the same
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B Scenario recognition target (boundary) [Curvature]

Method of Validation

environment

camera
(B-3-4-1)

Check the recognition results 1s the same between real and virtual

Puddle
<

Properly put disturbance factors (Tunnel, Light source, Puddle) (In real
environment, the phenomenon occurs)

Speed of ego vehicle: stopped, approximately 5 [knmvh] or 10 [km/h]
Travel on known roads (straight lines, steady circles (e.g., R100))
Record time series of curvature of boundary lines, which are parts of
steady circles and from approximately 40[m]| from ego vehicle, for ego
lane using real and virtual environments, respectively. If there is constant
offset, get the offset from correlativity and cancel the effect from that if
need, then compare those recorded data.

Judgement Criteria

o The difference of curvature is in the range of = 15 [%] from the real

environment

camera
(B-3-4-2)

B Scenario recognition target (boundary) [Azimuth]

Method of Validation

Azimuth 0 environment

Check the recognition results is the same between real and virtual

Puddle /

Properly put disturbance factors (Tunnel, Light source, Puddle) (Inreal
environment, the phenomenon occurs)

Speed of ego vehicle: stopped, approximately 5 [km/h] or 10 [km/h]
Travel on known roads (straight lines, steady circles (e.g., R100))
Record time series of azimuth of boundary lines for ego lane from the
position of ego vehicle (e.g., head of the vehicle) using real and virtual
environments, respectively. If there is constant offset, get the offset from
correlativity and cancel the effect from that if need, then compare those

recorded data.

Judgement Criteria

environment
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* The difference of azimuth is in the range of * 10 [%)] from the real
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camera
(B-3-4-3)

B Scenario recognition target (boundary) [Lateral position]

Method of Validation

Check the recognition results 1s the same between real and virtual

environment

* Properly put disturbance factors (Tunnel, Light source, Puddle) (In real
environment, the phenomenon occurs)

* Speed of ego vehicle: stopped, approximately 5 [km/h] or 10 [km/h]

* Travel on known roads (straight lines, steady circles (e.g. R100))

¢ Record time series of lateral positions of boundary lines for ego lane from
the position of ego vehicle (e.g., 5[m] ahead of the vehicle) using real and
virtual environments, respectively. If there is constant offset, get the offset
from correlativity and cancel the effect from that if need, then compare
those recorded data

¢ Check both left and right boundary lines of ego lane

Puddle
<

Lateral
position

Distance (5[m])

Judgement Criteria
« The difference of lateral position is in the range of £ 35 [%] from the real
environment

camera
(B-3-4-4)

B Scenario recognition target (boundary) [Type]

Method of Validation

Check the recognition results 1s the same between real and virtual

environment

* Properly put disturbance factors (Tunnel, Light source, Puddle) (In real
environment, the phenomenon occurs)

* Speed of ego vehicle: stopped, approximately 5 [km/h] or 10 [km/h]

» Travel on known roads (straight lines, steady circles (e.g., R100))

* Record time series of types of boundary lines using real and virtual
environments, respectively, then compare those recorded data.

* Check type defined by the recognition process as the output (real line,
broken line, line color, etc.)

Puddle

Judgement Criteria
« Target type is the same
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Annex G

Validation of Simulation Tools and Simulation Test Methods Related to UN
Regulation No. 157

G.1Purpose and Scope

To summarize the concepts behind the validation technique for simulation tools and simulation test methods
used in compliance testing for the traffic disturbance scenario defined in UN Regulation No. 157 (low-velocity
ALKS). Note that errors in the perception unit are not taken into account (100% recognition is assumed), with
the subjects of evaluation being the main AD control system (Planer) and vehicle motion control system (Fig.

G-1).
Controls in

Subject of evaluation

Simple Perception
model

AD Control (Planer)
Vehicle Motion Control

Test scenario
|
|

simulation environment
Figure G-1. Control Systems (Subject of Evaluation) in the Traffic Disturbance Scenario

G.2 Terminology
Following are the definitions of the terminology used in this chapter.

(A) Automated Driving System (ADS)
A system that has the function to perform a part or all of the driving required by the driver on behalf of the
driver by performing a part or all of a dynamic driving task (DDT) by automatically identifying driving
conditions, making decisions, and controlling the steering.

(B) Parameters
Physical quantities (e.g., vehicle velocity and distance) used for measuring data, conducting simulations,
etc.

(C) Calculated Value
Value determined from the results of calculations performed using the simulation tool.

(D)Provided Value
Value provided by the scenario.

(E)Scenario
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A scene that incorporates one (or more) ADS and one (or more) target vehicle while performing a specified
DDT and the narrative of the subsequent interactions that arise thereafter.

In this section, this is the narrative formed by the evaluation conditions when conducting actual tests and
simulations, including the initial conditions of the ego and other vehicles (vehicle velocity, longitudinal
distance, etc.), behavior of other vehicles (cut-in, etc.), and road conditions (number of driving lanes, road
width, etc.).

(F)Preventable Threshold
The threshold between “no collision” and “everything other than no collision (collision, etc.)” shown by

the graphs under “5. Reference” in Appendix 3 Guidance on Traffic disturbance critical scenarios for
ALKS of the UNR-157.

G.3 Method for Validating the Simulation Tool
G.3.1 Purpose of This Chapter

This chapter describes the process and requirements for determining whether the simulation tool can accurately
reflect an actual test. Before running a simulation test, this confirmation must be completed.

G.3.2 Validation Method and Criteria
Following parts describe the method and criteria used for validating simulation tools, along with justification.
Validation Method

Apply the same environmental information from the actual test for the selected scenario to the simulation and then
compare the relative distance to other vehicles (hereinafter “longitudinal distance”).

Actual
Actual l Perception Target Vehicle . .
Enwronment Sensors Controller Position Planner H motion HActuatorsJ—{ Vehicle behaviour

Comparison:
same Vehicle distance

Simulation u ‘

- Perception -

Virtual l Sensors Target Vehlcle Actuators Vehicle .
{Env'ronment1 4{ model ’ { Cﬂg’;éller Position { Planner { motion model { model {behawour

{——— Perception —> {— AD Control =» <= Vehicle control =»

Figure G-2. ADS Structure
Justification of the Concept:

The compliance test in question determines whether the ego vehicle will (or will not) collide with other
vehicle. Therefore, the simulation tool must be capable of accurately simulating longitudinal distances
(physical quantification for determining whether a collision has or has not occurred). Furthermore, the ambient
circumstances that compose the “inputs,” such as the location of the preceding vehicle, must be equal to
accurately compare the outcomes of the acutual test and simulation. Based on this, it is possible to conclude
that the aforementioned validation method can demonstrate the simulation tool’s suitability for this purpose.
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Criteria

When the ego vehicle reaches a stationary or steady state?, the resulting longitudinal distance? between the ego
and target vehicles for which the collision is being avoided must be greater in the actual test than that in the
simulation tool. Here, we compare the “no-collision (preventable)” territory and process leading up to the ego
vehicle reaching a stationary or steady state to be used as a reference.

Furthermore, to demonstrate that the above criteria have been met, the simulation tool itself must first satisfy “3.3
Simulation Tool Requirements.”

! «Steady state” refers to the state where there is no longer a difference in velocity between the ego and target
vehicles as a result of the ego vehicle’s collision avoidance behavior.

2 Longitudinal distance refers to the length of the perpendicular distance line created from the front end of the ego
vehicle to the rear end of the target vehicle.

Ex. Deceleration scenario

Start braking
other vehicle

Actual test result

'g‘ —— Simulation test result
=

kS|

b Start braking

S ego vehicle

@ -

o @ Stopping

2 Ego vehicle
%

>

Process to stop the vehicle

Time[s]

Justification of the Concept:

To “confirm that the test results for collision/non-collision by the ADS are always superior to the results of the
criteria for collision/non-collision (i.e., the purpose of the compliance test),” the success or failure of actual
avoidance performance for a particular test scenario can be demonstrated by showing that results calculated
using the simulation tool are always superior to the criteria, as long as the simulation test results show that the
actual test results will always perform better.

G.3.3 Simulation Tool Requirements
The simulation tool must conform to the following two requirements to be valid.

Requirement 1: The simulation tool must calculate and output the parameters that influence the determination of
whether a collision occurred.

(For the parameters that contribute to each scenario, refer to “Attachment 1. Scenario-Specific Parameters of
Impact”)

Requirement 2: To be able to compare calculation results, it must be proved that “a correlation exists'” between the
parameters calculated and that assessed via actual tests.

1«A correlation exists” does not mean that the calculated parameter values perfectly match, but rather that the changes
in the parameters vary in a similar way.
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G.4 Procedure for Validating the Simulation Tool
G.4.1 Purpose of This Chapter

This chapter describes the steps that lead to validating the simulation tools using the technique described in the
previous chapter.

G.4.2 Procedure for Validating the Simulation Tool
(D Choose the Scenario and Parameters that will be Used to Confirm the Validity
From the list of scenarios necessary for the compliance test, select the scenario(s) and parameters to be used

to confirm the validity (refer to G.5 ADS Safety Performance Evaluation Simulation Method).

INPUT: the scenario and parameter range listed under “G.5 ADS Safety Performance Evaluation
Simulation Method.”

OUTPUT: chosen scenario and parameters for validation
NOTE: For low-velocity ALKS, ADS avoidance behavior is limited to “deceleration” (avoidance by steering
does not occur); therefore, a scenario and characteristics that demonstrate the correlation in ADS deceleration
performance between the actual and simulation tests should be chosen. The maximum deceleration by ADS
“G” should ideally be included in the range of deceleration performance to be compared.
@ Preliminary Actual Test
Perform an actual test before conducting a validation test to measure each parameter required to be
input/adjusted in the simulation tool.
INPUT: selected performance characteristics that impact the results of the simulation tool
OUTPUT: actual test data to be used for adjusting the characteristics of the vehicle model
@ Input and Adjust the Settings for the Simulation Tool and Environment
Input and adjust the settings (e.g., braking performance) based on the specifications of the target vehicle to
be used in the simulation (e.g., vehicle weight) and the data obtained from “(2) Preliminary Actual Test.”
INPUT: actual test data to be used for adjusting the characteristics of the vehicle model
OUTPUT: the simulation tool and environment where the settings have been input and adjusted
NOTE: Adjusting the simulation tool refers to adjusting the perception and vehicle unit models from the
preadjusted state to the state where they are aligned with the actual conditions to satisfy the criteria and
simulation tool requirements for validation described in Chapter 3.

An example of inputting and adjusting settings

Input and adjust the settings of the perception and vehicle unit models using the measurement data obtained
from “(2) Preliminary Actual Test.”

Simulation Virtual Perception Target Actuators Vehicle ‘
Position behaviour
model Environment model osi Contro\ model model

Actual test Other VEhIC‘e . . Brake system data Vehicle Speqfcatlons

s Position Detection © . -
Position data : Drive system data Running resistance
data Road shape data Delay Time
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NOTE: If the perception unit’s responsiveness is based on a “time delay,” correlation (validity) must be
confirmed by matching the increase/decrease in the timing of the longitudinal/lateral position and velocity of
the target vehicle as recognized by the actual perception unit to the actual physical measurements of the
position and velocity of the target vehicle.
@ Actual Test for Confirming Validity
Conduct an actual test based on the scenario selected in “(1) Choose the Scenario to be Used to Confirm
Validity” above.
INPUT: test scenario and parameters (test conditions) under which the actual test will be performed
OUTPUT: actual measurement data to be used for confirming the validity of the respective test scenario
® Simulation for Confirming Validity
Conduct simulation based on the scenario selected in “(1) Choose the Scenario to be Used to Confirm Validity”
above.

INPUT: actual test measurement parameters for respective test scenarios, simulation, and environment for
which settings have been input and adjusted

OUTPUT: simulation data to be used for confirming the validity of respective test scenarios

NOTE: Information on other vehicles to be input into the simulation can be created based on the position
data of each test vehicle positioned using GNSS, for example, during the actual test conducted in (4).

® Confirming the Validity of the Simulation Environment
Compare the results from (4) and (5) to confirm the validity of the simulation environment.

INPUT: actual measurement and simulation data for confirming the validity of each respective test scenario
OUTPUT: the result of confirming the validity of the simulation environment

NOTE: The procedure does not necessarily proceed in order from (1) to (5), but rather it may repeat from (2) to
(5) until the judgment criteria are satisfied.

G.5 ADS Safety Performance Evaluation Simulation Method

G.5.1 Purpose of This Chapter

To discuss the simulation test method used to ensure that the compliance test’s pass/fail criteria are met (i.e., confirm
that the test results for collision/non-collision by the ADS are always superior to the results of the criteria for
collision/non-collision) using the validated simulation tool.

G.5.2 Test Method

Adopt the environment described in “Simulation tools and implementation environment (G.6 Submission
Documents-3),” with the simulation input comprising a combination of the following two items:

1. The scenario, in other words, the allocation and behavior of the ADS-equipped ego vehicle (hereinafter “ego
vehicle”) and surrounding vehicles (hereinafter “other vehicles™).

Following are the eligible scenarios:
(a) Cut-in scenario [No.1]

(b) Cut-out scenario [No.2]
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(c) Deceleration scenario [N0.4]
“The number within the [ ] corresponds to the numbers within the Figures in Attachment 2 “Hazardous Scenarios.”
2. The parameters of the ego and other vehicles within the scenario

@ The velocity of the ego and other vehicles
@ Acceleration/deceleration velocity of the ego and other vehicles

@ Distance between the ego and other vehicles
Next are the definitions of each scenario used above and parameters of the ego and other vehicles within the given

scenarios.
G.5.3 Definition of the Parameters of the Ego and Other Vehicles

(D Basic Definition of Initial Longitudinal Distance (dx0)
The initial longitudinal distance is the length of the perpendicular distance line created from the front end of
one vehicle to the rear end of another.

The distance between the ego vehicle and the vehicle in front of the ego vehicle (“other vehicle 1) is shown
as dx0 (m), with the distance between “other vehicle 1” and the vehicle in front (“other vehicle 2”) shown as
dx0_f (m).

Otherl Other2

@ Basic Definition of Initial Lateral Distance (dy0)
Lateral distance is the length between the edge lines of the adjacent sides of two vehicles. The sign preceding
the value will be “plus” if the “other vehicle 1”” does not overlap with the ego vehicle and “minus” if there is
an overlap. Thus, if the value is “0,” the two perpendicular distance lines perfectly overlap.

s
)

dy0<0

@ Basic Definition of Initial Velocity
Ve0 (km/h): initial velocity of the ego vehicle
Vo0 (km/h): initial velocity of the preceding vehicle (other vehicles 1) in the ego lane or adjacent lane
V0 (km/h): initial velocity of other vehicles 2
Gx max (G): deceleration rate of other vehicles 1
dG/dt: change over time in the deceleration rate of other vehicles 1

dG/dt Otherl Other2

e @i)@ B

VeO e Vfo
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@ Basic Definition of Lateral Velocity
Vy (m/s): lateral velocity of other vehicle 1 and the velocity perpendicular to the lane line

Vy
e
:@:-Ef> Vo
Otherl

“Refer to Attachment 3, “Definition of the Behavior of Other Vehicles,” for more details
G.5.4 Definition of Each Scenario
(a) Cut-in Scenario

The “parameters of the ego and other vehicles” as defined in G.4.2 are used as follows:

(b) Cut-out scenario

In this scenario, the “parameters of the ego vehicle, other vehicles 1, and other vehicles 2” as defined in G.4.2
are used as follows:

(c) Deceleration scenario
In this scenario, the “parameters of the ego and other vehicles” as defined in G.4.2 are used as follows:

Ego i dx0 Other
8 ) S Do

Gx_max
dG/dt

G.5.5 Criteria for Pass or Fail

The collision must not occur within the preventable range (no-collision territory) as defined in “5. Reference”
in Appendix 3 Guidance on Traffic disturbance critical scenarios for the ALKS of UNR-157.
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G.5.6 Parameter Range for Simulations

(@ Parameter Values and Ranges Common Across Scenarios
(1) Road parameter values

Road Parameters Value Unit
Number of lanes 2 -
Road width 3.5 m
Road friction coefficient 1.0 u
Horizontal gradient 0 %
Vertical gradient 0 %
Curve radius e %
(2) Vehicle parameters
Vehicle Ego Vehicle Other Vehicle 1 Other Vehicle 2
Parameters
Vehicle width (According to the 19m 19m
application vehicle)
Vehicle length (According to the 5.3m 53m

application vehicle)

Shape

Rectangular

Rectangular

Rectangular

Position of travel

Middle of the lane

Middle of the lane

Stationary in the
middle of the lane
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@ Scenario-Specific Parameter Ranges
The parameter ranges listed under (1) to (3) below form the basic parameter ranges. However, this can be
individually set based on the applicant’s driving environment conditions, etc.

(1) Parameter ranges for cut-in scenario

Parameter Range

Ve0 [Initial velocity of ego vehicle] 20 = Ve0 = [60] km/h

Ve0 — VoO [Relative velocity] 0 = Ve0 — Vo0 = 40 km/h *!

dxO0 [Initial longitudinal distance] 0=dx0=60m

dyO0 [Initial lateral distance] {(3.5-ego vehicle width)/2+0.8 (other vehicle side)} m
Vy [Lateral velocity] 0<Vy=3.0mls

The value given in [] is the maximum designed velocity of the ego vehicle
“I Do not include cases where the velocity of the cut-in vehicle is greater than the velocity of the ego vehicle.

Note: When the cut-in vehicle’s velocity is slower, do not include lateral velocity values, which are
physically impossible. (For example, a combination such as “vehicle velocity 10 km/h (2.78 m/s) wherein
the lateral velocity is 3 m/s.”)

Note: When the range of movement of autonomous driving (the subject of application) is limited to only
when the ego vehicle is tracking the vehicle in front, do not include the combinations of the lateral velocity
and longitudinal distance of the cut-in vehicle for which cut-in would occur in front of the preceding vehicle
or “into” the preceding vehicle (collision).

E.g., the change in cut-in parameters over time.

A A Ve

Ve0 v
. Vo0 °

b
% dy0|-5- dy
Gdx0[ 5 dx
|a] =

0 0 I I
Vy

Time

“Refer to Attachment 1(a) for the parameters over a time series
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(2) Parameter ranges for cut-out scenario

Parameter Range

Ve0 [Initial velocity of ego vehicle] 10 = Ve0 = [60] km/h
Vo0 [Velocity of preceding vehicle] 10 = Vo0 = [60] km/h ™
V{0 [Initial velocity of other vehicle] 0 km/h

dxO0_f [Initial longitudinal distance] 0<dx0_f=100m

Vy [Lateral velocity] 0<Vy=3.0m/s

The value given in [ ] is the maximum designed velocity of the ego vehicle

“2 Velocity of the preceding vehicle = velocity of the ego vehicle

Note: When the velocity of the cut-out vehicle is slower, do not include lateral velocity values that are
physically impossible. (For example, a combination such as “vehicle velocity 10 km/h (2.78 m/s) wherein

the lateral velocity is 3 m/s.”)

Note: When considering the “longitudinal distance,” do not include conditions where the cut-out vehicle
collides with the stationary vehicle.

E.g., the change in cut-out parameters over time.

A A Ve Vo
Ve0
Vo0
3 |2
o -2 Vy
R Y
I Vf
V0 dy
dy0|------1

Time

*Refer to Attachment 1(b) for the parameter over a time series

(3) Parameter ranges for deceleration scenario

Parameter Range

VeO0 [Initial velocity of ego vehicle] 10 = Ve0 = [60] km/h
Vo0 [Velocity of preceding vehicle] 10 = Vo0 = [60] km/h ™3
Gx_max [Deceleration velocity of preceding vehicle] 0 < Gx_max = 1.0G
dG/dt [Rate of change in the deceleration velocity of other | Limitless

vehicles]

The value given in [ ] is the maximum designed velocity of the ego vehicle

“3 Velocity of the preceding vehicle = velocity of the ego vehicle
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E.g., the change in deceleration parameters over time.

A A A

Vel
Vo0
Vo
c
S8 |z Ve
E Sdx0| S
o |2 2 dx
o |0 >
[0
o)
dG/dt:Gx_max startiN
0 0 0 Time

*Refer to Attachment 1(c) for the parameter over a time series
G.5.7 Conducting Simulation
Conduct simulations based on the following ranges.
(1) Close to the Preventable/Unpreventable Threshold
Concerning the cut-in and cut-out scenarios, confirmation is to be conducted at +1 and +2 m from the
threshold line from the borderline of pass/fail toward the direction in which the longitudinal distance
becomes greater to confirm a broader range of collision/avoidance (not only limited to nearby the threshold
line).

NOTE: The minimum increment of the lateral velocity is 0.1 m/s intervals.

Example of cut-in: ego vehicle velocity (Ve0) = 30 km/h, other vehicle velocity (Vo0) = 10 km/h.

[r;{)sec] dyo=1.6m
25 L

>

22.0

n

QO 1.5

o

[

>

= 1.0

ju.

ot H

S 0.5
0 o> W Xk

50 60[m]

Longitudinal distance [dxO0]

(2) Preventable Territory
Concerning the cut-in and cut-out scenarios, to also confirm that collision will not occur at random points
within the preventable territory other than solely near the threshold line of preventable and unpreventable
(i.e., to ensure a complete result), confirmation is to be additionally conducted at expanding intervals from
the threshold line between unpreventable and preventable (pass/fail criteria) at +10 and +30 m. The reason
for selecting “+10 m” and “+30 m” is to ensure that confirmation is not only in a limited number of points
close to the center of the preventable range but also points at which the distance between vehicles is large.

Furthermore, the ego vehicle velocity and relative velocity combination cover the full range of combinations
possible within the ODD range.
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NOTE: Lateral velocity is to be at the increments of 0.5 m/s; if these increments are impossible, conduct
based on possible increments.

Example of cut-in: ego vehicle velocity (Ve0) = 60 km/h, other vehicle velocity (\Vo0) = 30 km/h.

[m/sec] 0=1.6m
3.0 >

Lateral velocity [Vy]

0 10 20 30 40 50 60 [m]
Longitudinal distance [dx0]

(3) Unpreventable (Collision) Territory
Confirm (for cut-in only) that best effort (=controls for collision avoidance are not stopped) within the
unpreventable territory. The points to be used for the distance between vehicles within the unpreventable

territory are up to each company’s discretion.

Further, the ego vehicle velocity and relative velocity combination is to cover the full range of combinations
possible within the ODD range.

NOTE: Lateral velocity is to be at the increments of 0.5 m/s. Avoidance is allowed.

Example of cut-in: ego vehicle velocity (Ve0) = 60 km/h, other vehicle velocity (Vo0) = 30 km/h.

Lateral velocity [Vy]

Longitudinal distance [dx0]

In this example, if considerably distant from the preventable/unpreventable threshold, the higher is the
likelihood that side collision or collision before deceleration will occur; thus, the points selected here for
the distance between vehicles are, beginning from the threshold line, uniformly shortened at 5 m
increments based on the average vehicle length of 5 m.
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G.6 Submission Documents

The following documents must be submitted when conducting the compliance test.

1. Test results confirming the validity of the simulation tool (Chapter G.4)
2. Simulation test and judgment results related to the ADS safety evaluation (Chapter G.5.7)
3. Simulation tools and implementation environment

Structure of the hardware and software and structure of the simulation test tool and model

NOTE: Detailed information related to the test vehicle is explained under TRIAS 48-J122-01, TRIAS 48-R157-01
Appendix 1 “1. Test Vehicle and Test Conditions.”
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Attachment 1. Scenario-Specific Parameters of Impact

(a) Cut-in Scenario

Parameter Attribute

Ego vehicle velocity [Ve] Calculated value

Longitudinal distance between the ego and other vehicles | Calculated value

[dx]
Other vehicle lateral velocity [Vy] Provided value
Other vehicle velocity [Vo] Provided value

(b) Cut-Out Scenario

Parameter

Attribute

Longitudinal distance between the ego vehicle and other vehicle 1 [dx]

Calculated value

Longitudinal distance between the other vehicle 1 and 2 [dx_f]

Calculated value

Ego vehicle velocity [Ve]

Calculated value

Other vehicle 1 lateral velocity [Vy]

Provided value

Other vehicle 1 velocity [Vo]

Provided value

Ego dx0 . Otherl, dxO0_f | Other2
(i)"eo ______ | voo ([ P vfo
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(c) Deceleration Scenario

Parameter

Attribute

Longitudinal distance between the ego and other vehicles [dx]

Calculated value

Ego vehicle velocity [Ve]

Calculated value

Other vehicle deceleration velocity [Gx_max]

Provided value

Other vehicle velocity [Vo]

Provided value

v (g L0 P

The tool must be equipped with the simulation elements required to calculate and output the above

Attachment 2. Hazardous Scenarios

P =0 (EP =D (55
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Attachment 3. Definition of the Behavior of Other Vehicles

This evaluation compares the ADS and preventable and unpreventable criteria when dealing with the behavior of
other vehicles that obstruct the ego vehicle. Thus, the behavior of the other vehicles must be applied under the same
conditions. The following defines the model and behavior of the other vehicle(s) to align them with the graph as
shown in the “5. Reference” of Appendix 3 of UN-R157.

“Other vehicle(s)” are to be mass models

Lateral speed for cut-in and cut-out is applied using a step function

Initial velocity (Vo0) is to be maintained for the longitudinal velocity during cut-in and cut-out
Deceleration rate in the deceleration scenario is to be applied using the step function (jerk [dG/dt] is o)

The direction of travel (the orientation of the composite vector formed by Vo and VYy) is to be taken as the
orientation of the vehicle during cut-in and cut-out

Cut in

Cut out

Deceleration

Ego

T
I

Ego

(=B

o 5

v o [Z]] oy (G0
\\ :-; . ] L '- : 1 I
S e -
! ' ! 1 1
Vo0 Voo Va)
Velocity :
(VD) —_—— 0 —_’t 0 _I-t
Lateral yp— vy 1
velocity : [
(Vy) o — 0 p——— ot
) of—, 0 —_— 0
Deceleration t
(GX) Gx_max
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